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Marceau Coupechoux Curriculum Vitae

Positions

• Sept. 2011 – août 2012 : Scientifique invité par le Prof. Anurag KUMAR, Indian Institute of
Science, ECE dpt., Bangalore, Inde.

• Depuis déc. 2005 : Maître de Conférences à Telecom ParisTech, Paris, France.
• Juil. 2004 – déc. 2005 : Ingénieur, Alcatel-Lucent, Dimensionnement des réseaux cellu-

laires, Vélizy, France.
• Avr. 2000 – juin 2004 : Ingénieur de Recherche, Alcatel-Lucent Bell Labs, Marcoussis, France.
• Août 1999 – mars 2000 : Stagiaire, Alcatel-Lucent Bell Labs, Stuttgart, Allemagne.
• Juil. 1998 – août 1998 : Stagiaire, Alcatel-Lucent, Berlin, Allemagne.

Éducation

• 2004 : Thèse de Doctorat (Très Honorable).
Titre : « Protocoles d’accès au medium pour réseaux ad hoc fortement chargés ».
Sous la supervision du Prof. Christian BONNET, Institut Eurecom, Sophia Antipolis, France.
Réalisée chez Alcatel-Lucent Bell Labs, Marcoussis, France.
Disponible à l’adresse : http://perso.telecom-paristech.fr/~coupecho/publis/thesis.pdf.
Rapporteurs :

Prof. Mario GERLA (UCLA, États-Unis).
Prof. Xavier LAGRANGE (Telecom Bretagne, France).

Éxaminateurs :
Prof. Jean-Claude BELFIORE (Telecom ParisTech, France).
Prof. Bruno BAYNAT (UPMC, France).
Dr. Vinod KUMAR (Alcatel-Lucent, France).

• 2000 : Dipl-Ing., Université de Stuttgart, Allemagne.
Studienarbeit (3 mois) : « Interférences entre symboles dans le systéme DAB ».
Diplomarbeit (8 mois) : « Comparaison de deux techniques de diversité : le codage spatio-
temporel et la combinaison par rapport maximal (MRC) », sous la supervision du Prof. Paul
KÜHN et du Dr. Volker BRAUN, prix du meilleur Diplomarbeit de l’Université de Stuttgart.

• 1999 : Diplôme d’Ingénieur de Telecom ParisTech.
Dominantes : Communications, Traitement du signal, Réseaux.

• 1998 : Maîtrise (AB) en mathématiques fondamentales, UPMC, France.

• 1993 - 1996 : Classes préparatoires, Lycée Henri IV, Paris.

• 1993 : Baccalauréat (TB), Lycée Descartes, Antony.

Projets de recherche

• Projet « Urbanisme des radio communications (URC) » (représentant Telecom ParisTech),
FUI Pôle de compétitivité SYSTEMATIC, 2006-2009,

• Projet « Terminals for opportunistic radio applications (TEROPP) » (responsable du sous-
projet 1), Instituts Carnots, 2008-2011,

• Projet « Qualité de service dans les réseaux ad hoc », DGA/COGYSIS, 2007-2008,
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Marceau Coupechoux Curriculum Vitae

• Contrat industriel « Dimensionnement des réseaux WiMAX », Alcatel-Lucent, 2006-2009,
• Contrat industriel « Dimensionnement des réseaux MIMO », Orange Labs, 2009-2012.
• Projet « Dimensionnement des réseaux ad hoc », LIP6/LTCI, 2009-2012.
• Contrat industriel « Dimensionnement et Qualité de Service pour Réseaux OFDMA dans un

Environnement Réel - Application au LTE », Orange Labs, 2010-2013.
• Projet « Femtocell Enabled Roaming and Resource Allocation for a more Resilient Intercon-

nection », LIP6/LTCI, 2012-2014.
• Projet « D2D Communications for LTE-Advanced Cellular Networks », franco-indien CEFI-

PRA, 2014-2017.
• Projet « Orchestration d’algorithmes d’apprentissage distribués pour la gestion des ressources

dans les réseaux mobiles (NETLEARN) » (coordinateur), ANR, 2013-2016.
• Projet « Infrastructure low cost pour le développement des pays émergents », FUI Pôle de

compétitivité SYSTEMATIC, 2014-2017.

Membre TPC

IEEE Globecom 2011 (Intl. Workshop on M2M Communications), Future Network and Mobile
Summit 2011 (European Workshop on Broadband Femto cell Networks), IEEE ICCCN 2011 (FlexB-
WAN Workshop), IEEE IWCRN 2012, IEEE WCNC 2012 (Workshop on Hybrid Optical-Wireless Ac-
cess Networks), IEEE Globecom 2012 (Intl. Workshop on M2M Communications), IEEE ICC 2013
(Wireless Communications Symposium), IEEE WiOpt 2013, IEEE RAWNET 2013, IEEE PIMRC 2013
(Fundamental and PHY Track), IEEE WiCOM 2013, IEEE ICC 2014 (Wireless Communications Sym-
posium), IEEE WiOpt 2014, IEEE RAWNET 2014, IEEE WNC3 2014, IEEE SPCOM 2014, ITS 2014.

Jurys de thèse

• Hicham ANOUAR (Institut Eurecom, 13 novembre 2006).
• Jean-Marc KÉLIF (Telecom ParisTech, 11 février 2008).
• Aymen BELGHITH (Telecom Bretagne, 26 mars 2009).
• François MÉRIAUX (Supélec, 26 novembre 2013).
• Luis SUAREZ (Telecom Bretagne, 13 décembre 2013).

Comité de sélection

• MCF 0068 université de Cergy-Pontoise (2011), sections 27-61, Traitement de l’information
et systèmes, équipe Information, Communications, Imagerie du laboratoire ETIS (UMR
8051).

Références

Prof. Philippe GODLEWSKI : Télécom ParisTech, Paris, France.
Dept. Informatique et Réseaux
Tél : +33 1 45 81 73 41
Mèl : philippe.godlewski@telecom-paristech.fr

Prof. Christian BONNET : Institut Eurecom, Sophia-Antipolis, France.
Mobile Communications Dept.
Tél : +33 4 93 00 81 08
Mèl : christian.bonnet@eurecom.fr
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Prof. Bruno BAYNAT : Université Pierre et Marie Curie (UMPC), Paris, France.
Laboratoire d’Informatique de Paris 6.
Tél : +33 1 44 27 87 89
Mèl : bruno.baynat@lip6.fr

Dr. Vinod KUMAR : Alcatel-Lucent Bell Labs, Villarceaux, France.
Tél : +33 1 69 63 43 65
Mèl : vinod.kumar@alcatel-lucent.fr

Dr. Jean-Marc KELIF : Orange Labs, Issy-les Moulineaux, France.
Tél : +33 1 45 29 61 79
Mèl : jeanmarc.kelif@orange-ftgroup.com

Prof. Anurag KUMAR : Indian Institute of Science, Bangalore, Inde.
Tél : +91 80 2360 0855
Mèl : anurag@ece.iisc.ernet.in

Encadrement

Post-doctorants
• Muriel MABIALA (2007-2008, 6 mois) : « Qualité de service dans les réseaux ad hoc. »Post-

Doctorante (projet DGA),
• Lin CHEN (2009, 8 mois) : « Enchères sur le spectre pour les réseaux radio cognitifs. »Post-

Doctorant (projet TEROPP).

Doctorants
• Masood MAQBOOL (2006-2009) : « Ingénierie radio des réseaux d’accès OFDMA. »Thèse sou-

tenue le 9 novembre 2009, co-encadrée avec Philippe GODLEWSKI (Télécom ParisTech) et
Véronique CAPDEVIELLE (Alcatel-Lucent),

• Hany KAMAL (2007-2010) : « Allocation dynamique du spectre dans les réseaux d’accès cel-
lulaires. »Thèse soutenue le 7 décembre 2010, co-encadrée avec Philippe GODLEWSKI,

• Dorra BEN CHEIKH (2009-2012) : « Formules de probabilités de coupure pour les réseaux
cellulaires : contributions pour les fonctionnalités MIMO, CoMP et de retournement tem-
porel. »Thèse soutenue le 6 juillet 2012, co-encadrée avec Jean-Marc KÉLIF (Orange) et Phi-
lippe GODLEWSKI,

• Jing CHI (2008, 1 an) : « Accès aléatoire dans les réseaux IEEE 802.16 »Doctorante de L’Uni-
versité de Pékin des Postes et Télécommunications (BUPT), en séjour doctoral à Télécom
ParisTech, co-encadrée avec Philippe MARTINS (Télécom ParisTech),

• Mattia MINELLI (2010-2013) : « Dimensionnement des réseaux cellulaires avec relais. »
Thèse en cours, co-dirigée avec Philippe GODLEWSKI et Ma MAODE (NTU, Singapore),

• Stefano IELLAMO (2011-2014) : « Allocation de ressource dans les réseaux radio cognitifs. »Thèse
en cours, co-dirigée avec Philippe GODLEWSKI et Lin CHEN (University of Paris XI Orsay),

• Arpan CHATTOPADYAY (2011-2012) : j’ai travaillé un an avec Arpan, étudiant en thèse d’Anu-
rag KUMAR, sur les relais coopératifs quand j’étais en séjour sabbatique à l’IISc de Banga-
lore.

Masters
• Yougourtha BOUHANIK (2006) : « Dimensionnement des réseaux 3G : étude du facteur f

dans les réseaux cellulaires CDMA. »Master STN (UMPC/TPT),
• Sébastien MARTIN (2007) : « Problèmes combinatoires dans les réseaux sans-fil : conception

et performances. »Master IAD (UPMC), co-encadré avec Pierre FOUILHOUX (UMPC, LIP6),
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• Hilaire CHEVREAU (2009) : « Gestion centralisée et orchestrée de l’activation de liaisons avec
contrôle de puissance dans un réseau WiFi mesh. »Master IAD (UPMC) co-encadré avec
Pierre FOUILHOUX (UMPC/LIP6),

• Oussama HABACHI (2009) : « Dimensionnement des réseaux OFDMA : simulateur multi-
trafic. »Master Réseaux (UPMC), co-encadré avec Bruno BAYNAT (UMPC, LIP6),

• Nardjesse MILOUDI (2009) : « Dimensionnement des réseaux OFDMA : études de trafic
multi-cellulaires. »Master Réseaux (UMPC), co-encadré avec Bruno BAYNAT (UMPC, LIP6),

• Stefano IELLAMO (2009) : « Opportunistic Spectrum Access for Cognitive Radio Networks. »
Thesi de Laurea Magistrale (Politecnico di Milano), co-encadré avec Lin CHEN (TPT),

• Abhishek SINHA (2011-2012) : « Optimal Impromptu Deployment of a Multi-hop Wireless
Network on a Random Lattice Path. »Master IISc, co-encadré avec Anurag KUMAR (IISc),

• Reuben G. STEPHEN (2011-2012) : « Pilot Allocation and Receive Antenna Selection : A Mar-
kov Decision Theoretic Approach. »Master IISc, co-encadré avec Chandra MURTHY (IISc),

• Iyad CHERIF (2013) : « Algorithmes d’apprentissage distribués pour les réseaux femto. »Mas-
ter SAR (Supelec), co-encadré avec Stefano Iellamo (TPT).

Enseignement

J’ai dispensé quelques cours pendant ma thèse (à l’UPMC, à l’ENSTA, à l’ISEP, à l’Université
Paris XIII) mais j’ai acquis l’essentiel de mon expérience à Télécom ParisTech (TPT). Dans cette
école, les enseignements sont structurés en Unités d’Enseignement (UE) de 40 ou 60 heures. Je
suis intervenu et j’interviens dans les Unités d’Enseignement suivantes :

RES101 (L3) : Réseaux (2006-2011),

RES200 (M1) : Cycle d’harmonisation Réseaux (2006-2013),

RES222 (M1) : Accès au medium et ordonnancement (2006-2013),

RES841 (M1) : Foundations of Computer Networks (Master of Science) (2008-2013),

RES340 (M2) : Communications sans fil et réseaux autonomes (2006-2008),

RES341 (M2) : Ingénierie des réseaux radio-mobiles (2005-2013),

RES345 (M2) : Réseaux radio-mobiles cellulaires (2005-2013),

RES390 (M2) : Interfaces radio haut débit (semaine Athènes) (2007)

COM944 (M2) : Simulation de Systèmes Mobiles et Implémentation des Systèmes Numériques
(Master STN UMPC/TPT) (2009-2011).

Je suis intervenu et j’interviens dans les sessions de formation continue suivantes :

FCK53 : Systèmes cellulaires : du GSM à l’UMTS (2005-2006),

FCK55 : UMTS : une nouvelle technique radio et une convergence vers l’IP (2006-2007),

FCG57 : Principes de la téléphonie sur IP et de la voix sur IP (2006-2010),

FCK59 : WiFi et ses technologies connexes (2007),

FCS62 : Radio cognitive opportuniste : enjeux, contraintes et perspectives (2010),

FCK69 : De la 3G+ à la 4G : HSPA, 3G-LTE, LTE-Advanced (2008-2013).

Je donne chaque année 6 heures de cours et 6 heures de TD en anglais aux élèves de troisième
année de l’ISEP sur le thème « Performances et théorie des files d’attente ». J’ai donné pendant
plusieurs années 3 heures de cours par an à l’Université Paris XIII sur le thème « Introduction aux
WLAN ».
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J’assure en alternance la coordination de l’Unité d’Enseignement RES222 depuis 2006, de l’UE
RES345 depuis 2007 et de l’UE RES200 depuis 2008. Je coordonne la session de formation continue
FCK69 (voir supra).

Le tableau 1 donne les heures équivalent TD (HETD) que j’ai effectuées depuis 2005 1. On ob-
tient une moyenne de 219 HETD par an hors première année et année sabbatique.

TABLE 1 – Volumes horaires d’enseignement

Années scolaires HETD
2005-2006 176
2006-2007 255
2007-2008 232
2008-2009 331
2009-2010 184
2010-2011 179
2011-2012 0
2012-2013 138

1. Avec la règle suivante : 1 heure de cours = 1,5 HETD, 1 heure de TP = 1 HETD, 1 projet libre (3 mois) = 10 HETD, 1
mini-projet dans une UE de 60h = 5 HETD. La valeur pour 2012-2013 est une estimation. 2011-2012 correspond à mon
année sabbatique.
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Publications

Journaux

[1] M. Minelli, M. Ma, M. Coupechoux, J.-M. Kélif, M. Sigelle, and Ph. Godlewski. Optimal relay
placement in cellular networks. IEEE Trans. on Wireless Communications, 2014. to appear.

[2] R. G. Stephen, Ch. R. Murthy, and M. Coupechoux. A markov decision theoretic approach
to pilot allocation and receive antenna selection. IEEE Trans. on Wireless Communications,
12(8) :3813–3823, August 2013.

[3] S. Iellamo, L. Chen, and M. Coupechoux. Proportional and Double Imitation Rules for Spec-
trum Access in Cognitive Radio Networks. Elsevier Computer Networks, 57(8) :1863–1879,
June 2013.

[4] D. Ben Cheikh, J.-M. Kélif, M. Coupechoux, and Ph. Godlewski. Analytical Joint Processing
Multi-Point Cooperation Performance in Rayleigh Fading. IEEE Wireless Communications
Letters, 1(4) :272–275, Aug. 2012.

[5] D. Ben Cheikh, J.-M. Kélif, M. Coupechoux, and Ph. Godlewski. Multi-cellular Alamouti
Scheme Performance in Rayleigh and Shadow Fading. Springer Annals of telecommunica-
tions, 68(5-6) :345–358, June 2012.

[6] J.-M. Kélif, M. Coupechoux, and Ph. Godlewski. On the Dimensioning of Cellular OFDMA
Networks. Elsevier Physical Communication, 5(1) :10–21, Mar. 2012.

[7] M. Minelli, M. Coupechoux, J.-M. Kélif, M. Ma, and Ph. Godlewski. SIR Estimation in Hexa-
gonal Cellular Networks with Best Server Policy. Kluwer Wireless Personnal Communica-
tions, 69(1) :133–152, Mar. 2012.

[8] H. Kamal, M. Coupechoux, and Ph. Godlewski. Tabu Search for Dynamic Spectrum Alloca-
tion (DSA) in Cellular Networks. European Transactions on Telecommunications, 23(6) :508–
521, Jan. 2012.

[9] D. Ben Cheikh, J.-M. Kélif, M. Coupechoux, and Ph. Godlewski. SIR Distribution Analysis
in Cellular Networks Considering the Joint Impact of Path-loss, Shadowing and Fast Fading.
EURASIP Journal on Wireless Communications and Networking, 2011(137) :1–10, Oct. 2011.

[10] L. Chen, S. Iellamo, M. Coupechoux, and Ph. Godlewski. Spectrum Auction with Interfe-
rence Constraint for Cognitive Radio Networks with Multiple Primary and Secondary Users.
Springer Wireless Networks, 17(5) :1355–1371, May 2011.

[11] H. Kamal, M. Coupechoux, Ph. Godlewski, and J.-M. Kélif. Optimal, Heuristic and Q-learning
Based DSA Policies for Cellular Networks with Coordinated Access Band. European Transac-
tions on Telecommunications, 21(8) :694–703, Dec. 2010.

[12] J.-M. Kélif, M. Coupechoux, and Ph. Godlewski. A Fluid Model for Performance Analy-
sis in Cellular Networks. EURASIP Journal on Wireless Communications and Networking,
2010(435189) :1–11, July 2010.

[13] S. Doirieux, B. Baynat, M. Maqbool, and M. Coupechoux. An Efficient Analytical Model for
the Dimensioning of WiMAX Networks Supporting Multi-profile Best Effort Traffic. Elsevier
Computer Communications, 33(10) :1162–1179, June 2010.

[14] M. Maqbool, Ph. Godlewski, M. Coupechoux, and J.-M. Kélif. Analytical Performance Eva-
luation of Various Frequency Reuse and Scheduling Schemes in Cellular OFDMA Networks.
Performance Evaluation, 67(4) :318–337, Apr. 2010.
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[15] M. Coupechoux, B. Baynat, Ch. Bonnet, and V. Kumar. CROMA : An Enhanced Slotted MAC
Protocol for MANETs. ACM/Kluwer Mobile Networks and Applications, 10(1-2) :183–197, June
2005.

[16] M. Cohen, D. Rouffet, L. Brignol et M. Coupechoux. Internet rapide en zones peu denses.
Alcatel Telecommunication Review, (3) :377–381, Dec. 2004.

[17] M. Coupechoux and B. Baynat and T. Lestable and V. Kumar and C. Bonnet. Improving the
MAC Layer of Multi-Hop Networks. Kluwer Wireless Personal Communications, 29(1-2) :71–
100, Apr. 2004.

Livre et chapitres de livre

[18] Marceau Coupechoux et Philippe Martins. Vers les systèmes radiomobiles de quatrième géné-
ration, de l’UMTS au LTE. Collection IRIS. Springer, 2012.

[19] M. Maqbool, M. Coupechoux, Ph. Godlewski, and V. Capdevielle. Achieving Frequency Reuse
1 in WiMAX Networks with Beamforming. In WiMAX, New Developments. In-Tech, 2009.

[20] G. Nogueira, B. Baynat, M. Maqbool, and M. Coupechoux. Performance evaluation and di-
mensioning of wimax. In WiMAX Networks Planning and Optimization. CRC Press, 2008.

[21] M. Coupechoux and T. Lestable and C. Bonnet and V. Kumar. Throughput of the Multi-hop
Slotted Aloha with Multi-Packet Reception. In Wireless On-demand Network Systems, volume
2928 of Lecture Notes in Computer Science, pages 239–243. Springer, 2004.

Conférences avec actes

[22] S. Iellamo, L. Chen, and M. Coupechoux. Retrospective spectrum access protocol : A payoff-
based learning algorithm for cognitive radio networks. In IEEE International Conference on
Communications (ICC), Sydney, Australia, June 2014.

[23] M. Minelli, M. Ma, M. Coupechoux, and Ph. Godlewski. A geometrical approach for power
optimization in relay-based cellular networks. In IEEE National Conference on Communica-
tions (NCC), pages 1–6, Kanpur, India, February 2014.

[24] J.-M. Kélif, S. Senecal, and M. Coupechoux. Impact of small cells location on performance
and qos of heterogeneous cellular networks. In IEEE International Symposium on Personal,
Indoor and Mobile Radiocommunications (PIMRC), London, UK, September 2013.

[25] M. Minelli, M. Ma, J.-M. Kélif, M. Coupechoux, and M. Sigelle. A fluid approach for perfor-
mance analysis of lte-a networks with relays. In IEEE International Symposium on Personal,
Indoor and Mobile Radiocommunications (PIMRC), Workshop on Cooperative and Heteroge-
neous Cellular Networks, pages 1–5, London, UK, September 2013.

[26] R. G. Stephen, Ch. R. Murthy, and M. Coupechoux. Pilot Allocation and Receive Antenna Se-
lection : A Markov Decision Theoretic Approach. In IEEE International Conference on Com-
munications (ICC), June 2013.

[27] A. Chattopadhyay, M. Coupechoux, and A. Kumar. Measurement based impromptu deploy-
ment of a multi-hop wireless relay network. In International Symposium on Modeling and
Optimization in Mobile, Ad Hoc and Wireless Networks (WiOpt), Tsukuba Science City, Japan,
May 2013.
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[28] S. Iellamo, L. Chen, M. Coupechoux, and A. V. Vasilakos. Imitation-based Spectrum Access
Policy for Cognitive Radio Networks. In International Symposium on Wireless Communica-
tion Systems (ISWCS), Aug. 2012. Invited Paper.

[29] A. Chattopadhyay, A. Sinha, M. Coupechoux, and A. Kumar. Optimal Capacity Relay Node
Placement in a Multi-hop Network on a Line. In International workshop on Resource Al-
location and Cooperation in Wireless Networks (RAWNET) in conjunction with WiOpt, May
2012.

[30] S. Iellamo, L. Chen, and M. Coupechoux. Imitation-based Spectrum Access Policy for
CSMA/CA-based Cognitive Radio Networks. In IEEE Wireless Communications and Networ-
king Conference (WCNC), Apr. 2012.

[31] L. Chen, S. Iellamo, and M. Coupechoux. Opportunistic Spectrum Access with Channel Swit-
ching Cost for Cognitive Radio Networks. In IEEE International Conference on Communica-
tions (ICC), June 2011.

[32] D. Ben Cheikh, J.-M. Kélif, M. Coupechoux, and Ph. Godlewski. Dynamic System Perfor-
mance of SISO, MISO and MIMO Alamouti Schemes. In IEEE Sarnoff Symposium, May 2011.

[33] D. Ben Cheikh, J.-M. Kélif, M. Coupechoux, and Ph. Godlewski. Multicellular Zero Forcing
Precoding Performance in Rayleigh and Shadow Fading. In IEEE Vehicular Technology Confe-
rence (VTC Spring), May 2011.

[34] M. Coupechoux and J.-M. Kélif. How to Set the Fractional Power Control Compensation
Factor in LTE ? In IEEE Sarnoff Symposium, May 2011.

[35] M. Minelli, M. Coupechoux, J.-M. Kélif, M. Ma, and Ph. Godlewski. Relays-Enhanced LTE-
Advanced Networks Performance Studies. In IEEE Sarnoff Symposium, May 2011.

[36] H. Kamal, M. Coupechoux, and Ph. Godlewski. A Tabu Search DSA Algorithm for Reward
Maximization in Cellular Networks. In IEEE International Conference on Wireless and Mobile
Computing, Networking and Communications (WiMob), Oct. 2010.

[37] H. Kamal, M. Coupechoux, and Ph. Godlewski. An Efficient Tabu Search DSA Algorithm for
Heterogeneous Traffic in Cellular Networks. In IFIP Wireless Days, Oct. 2010.

[38] J.-M. Kélif, M. Coupechoux, and F. Marache. Limiting Power Transmission of Green Cellular
Networks : Impact on Coverage and Capacity. In IEEE International Conference on Commu-
nications (ICC), May 2010.

[39] D. Ben Cheikh, J.-M. Kélif, M. Coupechoux, and Ph. Godlewski. Outage Probability in a Multi-
Cellular Network Using Alamouti Scheme. In IEEE Sarnoff Symposium, Apr. 2010.

[40] L. Chen, S. Iellamo, M. Coupechoux, and Ph. Godlewski. An Auction Framework for Spec-
trum Allocation with Interference Constraint in Cognitive Radio Networks. In IEEE INFO-
COM, Mar. 2010.

[41] M. Minelli, M. Coupechoux, and J.-M. Kélif. Average SIR Estimation in Cellular Networks
with Best Server Policy. In IFIP Wireless Days, Oct. 2010.

[42] H. Kamal, M. Coupechoux, and Ph. Godlewski. Inter-Operator Spectrum Sharing for Celullar
Networks using Game Theory. In IEEE Personal, Indoor and Mobile Radio Communications
Symposium (PIMRC), Sept. 2009.

[43] S. Doirieux, B. Baynat, M. Maqbool, and M. Coupechoux. An Analytical Model for WiMAX
Networks with Multiple Traffic Profiles and Throttling Policy. In Intl. Symposium on Mode-
ling and Optimization in Mobile, Ad Hoc, and Wireless Networks (WiOpt), June 2009.
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[44] H. Kamal, M. Coupechoux, and Ph. Godlewski. Traffic Studies for DSA Policies in a Simple
Cellular Context with Packet Services. In IEEE/ICST Int. Conf. on Cognitive Radio Oriented
Wireless Networks and Communications (CrownCom), June 2009.

[45] J. M. Kélif and M. Coupechoux. Cell Breathing, Sectorization and Densification in Cellular
Networks. In Intl. Symposium on Modeling and Optimization in Mobile, Ad Hoc, and Wireless
Networks (WiOpt), June 2009.

[46] J. M. Kélif and M. Coupechoux. Impact of Topology and Shadowing on the Outage Probabi-
lity of Cellular Networks. In IEEE International Conference on Communications (ICC), June
2009.

[47] B. Baynat, G. Nogueira, M. Maqbool, and M. Coupechoux. An Efficient Analytical Model for
the Dimensioning of WiMAX Networks. In IFIP/TC6 Networking, May 2009.

[48] M. Coupechoux, H. Kamal, Ph. Godlewski, and J. M. Kélif. Optimal and Heuristic DSA Poli-
cies for Cellular Networks with Coordinated Access Band. In IEEE European Wireless (EW),
May 2009. Best Paper Award.

[49] M. Maqbool, M. Coupechoux, and Ph. Godlewski. Reuse 1 in WiMAX Networks with Beam-
forming. In Wireless World Research Forum, WWRF22, May 2009.

[50] J. Chi, P. Martins, and M. Coupechoux. A Novel Mechanism for Contention-based Initial
Ranging in IEEE 802.16e Networks. In IEEE Wireless Communications and Networking Confe-
rence (WCNC), Apr. 2009.

[51] J. M. Kélif and M. Coupechoux. On the Impact of Mobility on Outage Probability in Cellular
Networks. In IEEE Wireless Communications and Networking Conference (WCNC), Apr. 2009.

[52] M. Maqbool, M. Coupechoux, and P. Godlewski. A Semi-analytical Method to Model Effec-
tive SINR Spatial Distribution in WiMAX Networks. In IEEE Sarnoff Symposium, Mar. 2009.

[53] M. Maqbool, M. Coupechoux, Ph. Godlewski, S. Doirieux, B. Baynat, and V. Capdevielle.
Dimensioning Methodology for OFDMA Networks. In Wireless World Research Forum,
WWRF22, May 2009.

[54] Ph. Godlewski, M. Maqbool, M. Coupechoux, and J. M. Kélif. Analytical Evaluation of Various
Frequency Reuse Schemes in Cellular OFDMA Networks. In ACM International Conference
on Performance Evaluation Methodologies and Tools (Valuetools), Oct. 2008.

[55] B. Baynat, S. Doirieux, G. Nogueira, M. Maqbool, and M. Coupechoux. An Efficient Analytical
Model for WiMAX Networks with Multiple Traffic Profiles. In ACM International Workshop
on Performance and Analysis of Wireless Networks (PAWN), Sept. 2008.

[56] J. Chi, P. Martins, and M. Coupechoux. A Novel Waiting-time Dependent Mechanism for
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1
This thesis is a summary of my work and contributions in the domain of the radio
engineering of wireless networks as well as my research project for the next few
years. Since I joined Telecom ParisTech (end of 2005), I have been working on the
dimensioning and the performance evaluation of cellular networks.

After some studies on CDMA (Code Division Multiple Access) networks, which
are widely used in todays third generation cellular networks, I have focused on
OFDMA (Orthogonal Frequency Division Multiple Access), which is the access
scheme of the fourth generation and appears today as the preferred access scheme
for most of the wireless standards. I have then extended my studies to MIMO
(Multiple Input Multiple Output) features in a cellular context.

The general approach for performance evaluation of these networks is presented
in the first chapter of this thesis. It focuses on the outage probability of the SINR
(Signal to Interference plus Noise Ratio) or, equivalently, on its distribution. It
is indeed a central parameter for coverage as well as capacity studies. The first
chapter, which is a short lecture on the dimensioning of cellular networks, also
presents the tools and models used in my works.

Recently, I have started working on a new research area called cognitive radio,
which is an approach for better utilizing the frequency spectrum. In particular, cog-
nitive radios are able to sense and analyze their environment, and take decisions
to adapt their transmission parameters to this environment in a decentralized way.

Under the term spontaneous networks, I gather networks that are characterized by
a possible short-lived deployment, the use of unlicensed frequencies, the possible
lack of infrastructure, a distributed mode of operation, etc, i.e., a counterexample of
cellular networks. Most of my contributions in this field have been done during my
PhD thesis that I devoted to access protocols for ad hoc networks. I have however
recently tackled some issues in sensor networks during my sabbatical sojourn at
the Indian Institute of Science in Bangalore.

Every chapter makes a short review of the literature in the domain, lists my
contributions and gives conclusions and perspectives. The thesis ends with few
research axes I want to study in the next few years, namely, ’towards very high
data rates’, which includes the performance evaluation of future cellular networks,
’a better spectrum usage’, which is related to cognitive radio and ’green communi-
cations’, which is a transverse theme that I want to develop.

1





2
2.1 Introduction

In this chapter, we provide a set of models used for the dimensioning and the
performance evaluation of cellular networks. In the planning of such networks,
there are several phases, typically an initial dimensioning study, the propagation
parameter calibration with drive tests, and a detailed radio planning on digitized
maps using ray tracing techniques or empirical statistical propagation models. In
this thesis, we focus on the first phase. This means that we imagine an ideal net-
work deployment of base stations and we make simple assumptions on the radio
propagation and the generated traffic pattern. This allows us to develop simple
analytical forms or simple Monte Carlo simulators to quickly evaluate the perfor-
mance of a network. Even if such an approach is not so accurate than the detailed
radio planning, it permits to derive generic conclusions and insights for the design
of a cellular network. This chapter is useful to understand the kind of models I use
but can be skipped for a first reading.

2.2 Propagation

We consider a set B of BS (Base Station) and a set U of MS (Mobile Station) or
users and we focus mainly on the downlink, i.e., the communication link from a
BS to a MS. The modeling of the path-gain gb,u between a BS b and a MS u is a
research area per se. We adopt here a typical and simplified statistical model, called
the three stage model, well adapted to analytical studies.

The first part is a deterministic part that models the long term signal attenuation
as a function of the distance and other environment parameters. The second part
is a log-normal shadowing mask, which models the presence of obstacles between
the transmitter and the receiver. The third part is a very short term model of the
coherent addition of several paths of the signal at the receiver resulting in fast
fading. The statistical model can be summarized as:

gb,u(r, θ) =
KA(θ)

rη
10

ξ
10X, (2.1)

where K is a constant, A(θ) is the BS antenna pattern, (r, θ) is the polar coordinate
of user u with respect to the BS location and BS antenna boresight direction, η
is the path-loss exponent, ξ is a zero mean Gaussian RV (Random Variable) with
standard deviation σ representing the shadowing and X represents the fast fading,
usually modeled as an exponential RV (corresponding to the Rayleigh distribution
of the signal amplitude).

Equation (2.1) is valid for r sufficiently large. It can be replaced by:

min{mcl,KA(θ)/rη10
ξ
10X},

3
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where mcl ! 1 is called the minimum coupling loss and accounts for the minimum
loss observed at the BS location. Some studies have also observed in small urban
cells an absorption term under the form of an exponential e−ρr [14].

The values of K, η and σ depend mainly on the considered environment (ur-
ban, suburban, rural, indoor, picocell, etc), on the transmitter and receiver antenna
heights and on the signal carrier frequency. Detailed models exist in the literature
to provide these figures. One of the best known in macro cells is the Okumura-
Hata model [2], which is valid between 150 and 1500 MHz, it has been extended
to 2000 MHz in the COST 231-Hata model [1].

2.3 SINR and Outage Probability

The most important metric to evaluate the quality of a received signal is the SINR.
Let us define the following quantities:

• Pb, the BS b total transmit power;

• Pb,u, the BS b transmit power dedicated to user u;

• pb,u = Pb,ugb,u the power received by u from b.

It is common to split the system received power in two terms: pint,u + pext,u,
where pint,u is the internal (or own-cell) received power and pext,u is the external
(or other-cell) interference. Then, the SINR in u can be written as:

γu =
pb,u

α(pint,u − pb,u) + pext,u +N0Wu
, (2.2)

where N0Wu is the thermal noise power, N0/2 is the noise power spectral density,
Wu is the bandwidth allocated to user u, and α ∈ [0, 1] is called the orthogonal-
ity factor of the system. The first term of the denominator is called the external
interference, the second is the internal interference.

Circuit-switched services (voice, visio-conference, streaming, but also data trans-
fer in UMTS) are subject to a hard interference requirement : below a certain SINR
threshold γ∗

u, the service is not accessible, while above this level, there is no sig-
nificant increase of the service quality. In contrast, data traffic services are subject
to a soft interference requirement, where interference can be tolerated without a hard
threshold. A higher level of interference however induces a soft degradation of the
user throughput.

In this case, a model is needed for the mapping between SINR and user through-
put. A typical function is the traditional Shannon formula. An upper bound on
the user throughput can be written as: Cu(γu) = Wu log2(1 + γu). In this ap-
proach, interference is treated as noise for simplicity because the Shannon capacity
in presence of interference is an open problem in information theory [41]. When
analyzing a specific system, another approach is to consider the set of MCS (Modu-
lation and Coding Scheme) of the system. In this case, there is a mapping between
MCS (and so user throughput) and intervals of SINR values. We have for MCS n,
Cu(γu) = Cn for γ(n−1) ! γu ! γ(n), where γ(n−1) and γ(n) are delimiting the
range of use of MCS n, and Cn is the throughput achieved by a user using MCS
n. This results in a increasing step function. An intermediate approach is to fit the
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step function by a Shannon-like system specific formula as proposed in [27] for
LTE:

C(γu) =

⎧
⎪⎪⎨

⎪⎪⎩

0 if 10 logγu < −10dB

0.6 log2(1+ γu) if − 10 ! 10 logγu ! 22dB

4.4 if 10 logγu > 22dB.

(2.3)

Keeping in mind that Cu is a RV, network design can be interested in two pos-
sible performance parameters [41]. The first one is the ergodic capacity. Assuming
channel state information at the receiver, this is E[Cu], where the expectation is
taken over SINR variations. The second one is called outage capacity and is defined
as Cout = (1− Pout)Wu log2(1+ γout), where γout is a threshold below which
data cannot be decoded without errors, and

Pout = P[γu < γout] (2.4)

is called the outage probability. As (2.4) is also the CDF (Cumulative Distribution
Function) of the SINR (involved in the computation of the ergodic capacity), the
outage probability appears as a central performance parameter for the design of
cellular networks.

2.4 Multiplexing Scheme

The multiplexing scheme of a system has a decisive impact on how radio resources
are organized, how they can be reused from a cell to another and how the SINR is
computed.

2.4.1 F/TDMA

In GSM (Global System for Mobile Communications), GPRS (General Packet Ra-
dio Service) and EDGE (Enhanced Data rates for Global Evolution) networks, F/T-
DMA (Frequency/Time Division Multiple Access) is used. As voice is the main ser-
vice, users are subject to a hard interference constraint, which is managed thanks
to the frequency planning. Cells are organized in clusters within which frequen-
cies are used only once, as shown in figure 2.1 (a). The number of cells in a cluster
is called reuse factor. The high SINR target (around 9 dB) imposes a reuse factor
strictly greater than 1, typically 7 or 9. In a cell, there is an orthogonal allocation
of radio resources to users in time and frequency, so that there is no internal in-
terference. At a given instant, the whole power of a transceiver is dedicated to a
single user. Every user is served by a single BS, from which it receives the whole
transceiver power. Assume that u is served by BS b. Equation (2.2) reduces to:

γu =
Pbgb,u

∑

k ̸=b,k∈Fb
Pkgk,u +N0Wu

, (2.5)

where Fb ⊂ B is the set of cells using the same frequency as b. Wu is here the
downlink channel bandwidth of the system.
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(a) F/TDMA (b) CDMA (c) OFDMA

Figure 2.1: Possible frequency plannings: (a) F/TDMA with reuse factor 3, (b) CDMA with
reuse factor 1, and (c) OFDMA with fractional frequency reuse.

2.4.2 CDMA

The case of CDMA, used in UMTS (Universal Mobile Telecommunications Sys-
tem), is shown in figure 2.1 (b): the same frequency is reused in all cells. The
downlink of adjacent cells is distinguished thanks to different scrambling codes.
As there are 512 different scrambling codes, the cell code planning is not an is-
sue in UMTS. Within a cell, on the downlink, the radio resource control allocates
different channelization codes to users and signals of different users are transmit-
ted simultaneously using the whole system bandwidth, so that Wu = W for all u.
With such an access scheme, interference should be managed carefully and the sys-
tem relies on power control to allow the coexistence of concurrent transmissions
on the same carrier frequency. Moreover, users are subject to a hard interference
constraint because of the dedicated channels structure defined in the standard.

The total transmit power of a BS b is the sum of the power dedicated to common
control channels Pcch and the powers to users served by b. We ignore here the case
of soft-handover and macro diversity. We define the OCIF (Other Cell Interference
Factor) in u, as the ratio of total power received from other BSs to the total power
received from the serving BS b as:

fu =
pext,u

pint,u
=

∑

j ̸=b gj,u

gb,u
, (2.6)

where it has been assumed that all BSs transmit with the same power Pb.
Although UMTS is able to transport packet services, its radio interface is fun-

damentally based on circuits characterized by a SINR threshold that depends on
the user service. This threshold, denoted γ∗

u, is a priori different from the SINR γu

evaluated at u. However, we assume perfect power control, so that γu = γ∗
u for

all users. With the introduced notations, the SINR experimented by u can thus be
derived:

γ∗
u =

pb,u

α(pint,u − pb,u) + pext,u +N0W
. (2.7)

From this relation, from Pb,u = pb,u/gb,u, and from the definition of fu, we can
express the transmitted power for user u :

Pb,u =
γ∗
u

1+αγ∗
u

(αPb + fuPb +N0W/gb,u). (2.8)

From this relation, the output power of BS b can be computed as follows:

Pb = Pcch +
∑

u

Pb,u, (2.9)
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and so, according to (2.8),

Pb =
Pcch +

∑

u
γ∗

u
1+αγ∗

u

N0W
gb,u

1−
∑

u
γ∗

u
1+αγ∗

u
(α+ fu)

. (2.10)

The output power appears as a RV that depends on the number of users and
on their channel variations. It is possible to define the outage probability for the
downlink of UMTS as follows: Pout = P[Pb > Pmax], where Pmax is the maximum
allowed transmit power. If noise is neglected, if we assume a single service network
(γ∗

u = γ∗ for all u) and when there are n MSs per cell, we deduce from (2.10):

P
(n)
out = Pr

[

n−1∑

u=0

(α+ fu) >
1−ϕ

β

]

, (2.11)

where ϕ = Pcch/Pmax and β = γ∗/(1+ αγ∗).
For a given number n of MSs per cell, a spatial outage probability can also be

defined. In this case, it is assumed that n MSs have already been accepted by the
system, i.e., the output power needed to serve them does not exceed the maximum
allowed power. The spatial outage probability at location ru is the probability that
maximum power is exceeded if a new MS is accepted in ru:

P
(n)
sout = Pr

[

(α+ fu) +
n−1∑

v=0

(α+ fv) >
1−ϕ

β

∣

∣

∣

∣

∣

n−1∑

v=0

(α+ fv) !
1−ϕ

β

]

, (2.12)

=
Pr
[

1−ϕ
β − (α+ fu) <

∑n−1
v=0 (α+ fv) !

1−ϕ
β

]

Pr
[∑n−1

v=0 (α+ fv) !
1−ϕ
β

] . (2.13)

In HSDPA (High Speed Downlink Packet Access), equations (2.7) and (2.10) are
valid for each TTI (Transmission Time Interval). Parameter γ∗

u should be now inter-
preted as an experienced SINR and not any more as a target. Sums are done on the
number of scheduled users per TTI. If a single user is scheduled per TTI (which
is a common case), sums reduce to a single term. Even in this case, parameter α

has to be considered since common control channels and traffic channels are not
perfectly orthogonal due to multi-path.

2.4.3 OFDMA

OFDMA is the multiplexing access scheme of WiMAX (Worldwide Interoperabil-
ity for Microwave Access) and, on the downlink, of LTE (Long Term Evolution)
and LTE-A (Long Term Evolution Advanced). It is based on the OFDM (Orthog-
onal Frequency Division Multiplexing) transmission technique, which consists in
dividing the system bandwidth in orthogonal subcarriers, whose bandwidth is
very small compared to the signal coherence bandwidth. This technique is effi-
ciently implemented thanks to a FFT (Fast Fourier Transform) and its inverse, an
IFFT (Inverse Fast Fourier Transform), and allows an almost complete removal
on the inter-symbol interference. The OFDMA multiplexing allocates orthogonal
groups of subcarriers and time slots to different users. In WiMAX, sub-channels
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are obtained by grouping subcarriers that are pseudo-randomly chosen on the
whole bandwidth. In LTE/LTE-A, adjacent subcarriers and OFDM symbols form
a RB (Resource Block), which is the smallest radio resource that can be allocated
to a user.

A BS may or may not use a set of subcarriers, so that frequency planning is
very flexible in OFDMA. GSM-like and CDMA-like frequency patterns can be eas-
ily implemented in OFDMA networks provided that the outage probability on
the common control channels is not too high. The WiMAX literature has intro-
duced a new terminology for describing a frequency plan used by sectored or
omni-directional BSs. In [25], the frequency reuse pattern has been defined by the
expression: Nc ×Nt ×Nf. Nc is the number of cells in the network cluster. It de-
termines the inter-cellular frequency reuse. Nt represents the number of sectors
in a cell and Nf demonstrates intra-cellular frequency reuse. Figure 2.2 shows six
examples of such frequency patterns in WiMAX networks. We call IFR (Integer
Frequency Reuse), patterns of type Nc × 1× 1.
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Figure 2.2: Examples of frequency patterns Nc ×Nt ×Nf in WiMAX networks.

The users in the outer region of cell suffer from low SINR values especially for
reuse patterns 1×1×1, 1×3×1 and 1×3×3. To resolve this issue, FFR (Fractional
Frequency Reuse) has been suggested in [20]. In this frequency reuse scheme, avail-
able bandwidth is divided among inner and outer regions in such a way that the
former employs reuse 1 while the latter applies frequency reuse 3. Figures 2.1 (c)
and 2.3 illustrates this concept. The notion of FFR can be generalized to SFR (Soft
Frequency Reuse) [17, 26]. In SFR, the frequency reuse is 1 but bandwidth parts are
allocated to different cell zones, in which a different maximum power is allowed.

We have also proposed and analyzed in [38] a TLPC (Two Level Power Control)
scheme (see figure 2.4) to overcome the fact that in FFR it is not possible to use
full network bandwidth in a cell. In TLPC, total bandwidth in a cell (equal to the
system bandwidth) is divided into three equal parts: two parts allocated to inner
region and one to the outer region. The output power per subcarrier in the inner
region is Pi and that in the outer region is Po. We define δ ! 1 as δ = Po/Pi.
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A Cluster of 
three cells

W0

W0

W0

W0

W0

W0

W0

W1

W1

W2

W3

W2

W1

W2

Rc
R

R0

W=
W0+W1+W2+W3

Figure 2.3: Fractional Frequency Reuse in OFDMA networks: system bandwidth is W =

W0 +W1 +W2 +W3; inner cell uses W0; outer cell uses alternatively W1, W2

and W3 with a reuse factor of 3.

A Cluster of 
three cells

W1+W3
Pi

W2+W3
Pi

W2+W3
Pi

W1+W2
Pi

W1+W3
Pi

W2+W3
Pi

W1+W3
Pi

W3, Po

W2, Po

W1, Po

W2, Po

W1, Po

W2, Po

W1, Po

W=W1+W2+W3

Figure 2.4: Two level power control case in OFDMA networks: bandwidth W is partitioned
into three equal parts, i.e., W1 = W2 = W3

The three spectrum parts W1, W2 and W3 alternate from cell to cell in such a way
that there is a pseudo-reuse 3 scheme between outer regions. Neighboring cells
contribute in fact to interference in the outer region but with a reduced power
Pi. The consequence is that the total network bandwidth is used in every cell but
interference is expected to be reduced in outer regions.

In OFDMA networks, the SINR formulation in (2.5) is still valid provided that
we consider a single subcarrier n:

γ
(n)
u =

P
(n)
b g

(n)
b,u

∑

k ̸=b,k∈F
(n)
b

P
(n)
k g

(n)
k,u +N0Wsc

, (2.14)

where P
(n)
b is the subcarrier transmit power, g(n)

b,u is the path-gain on subcarrier

n, F(n)
b is the set of BSs transmitting on subcarrier n and Wsc is the subcarrier

bandwidth.
In order to predict the throughput achieved by a user on a sub-channel or a

RB, we rely on a physical layer abstraction methodology. Such a methodology
computes a single effective value of the SINR (γeff

u ) and maps it to a BLER (Block
Error Rate) value. The effective SINR vs. BLER mapping is obtained by link level
simulations assuming a flat fading channel. The effective SINR can be seen as a
compressed value of the vector of the received subcarrier SINR values [22]. Several
physical layer abstraction models are given in [22] and [25]. The most convenient
one is the MIC (Mean Instantaneous Capacity), which derives the effective SINR
from the subcarrier SINR values as follows:

γeff
u = 2

1
Nsc

∑Nsc
n=1 log2(1+γ

(n)
u ) − 1. (2.15)
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In WiMAX, the subcarriers of a sub-channel are pseudo-randomly distributed over

the whole system bandwidth. It is thus reasonable to consider that the RVs γ
(n)
u

are independent. In LTE/LTE-A however, the subcarriers of a RB are contiguous,
so that it is necessary to consider correlated RVs. The correlation factor depends
on the coherence bandwidth of the channel.

2.5 BS Locations

The model used for placing BSs in a cellular network mainly depends on the in-
formations we have concerning the area to be covered. In a first phase of dimen-
sioning, the detailed topography and radio propagation parameters are not known
from the network designer. The only available information can be the environment
type (urban, suburban, rural), which is supposed to be uniform resulting in an
isotropic radio propagation. In this case, the hexagonal layout (as shown for ex-
ample in figure 2.3) is the most traditional one. Some references adopt also the
circular cell model (e.g. [18, 9]) but have to deal with the fact that cell areas are
overlapping.

The hexagonal network model can be considered as too much idealized since
in reality the BS location pattern is not so regular. This is due to the fact that
some locations cannot be used (in the middle of a street or on a building where
residents refuse the installation of an antenna) and some other are preferred (for
example at the top of a hill). The BS layout can be then seen as a realization (or
a snapshot) of a random model. The simplest model is the homogeneous Poisson
point process. In such an approach, cells can be modeled using the Boolean model
(that doesn’t take into account interference), the Poisson-Voronoi tessellation (that
associates to each BS, the set of closest points) or a more complex SINR coverage
model, where interference is represented by a shot-noise field. Stochastic geometry
analysis provides the average characteristics of a typical cell (see e.g. [8, 28, 40]).

2.6 Multiple Antennas

Antenna configuration plays a dominant role in the performance increase of todays
cellular networks. By allowing the use of multiple antennas at the transmission
and/or at the reception, MIMO techniques provide a higher reliability of the signal
as well as an increase of the available data rates. Several gains are expected:

• The diversity gain: Independent copies of the same signal provide a higher
reliability of the signal against fast fading effects. The diversity order d of
a transmission is the number of independent received copies of the signal.
It characterizes also the rapidity with which the bit error probability, Pe,
decreases as a function of the SNR (Signal to Noise Ratio), γ [13]:

Pe(γ) ∼
γ→+∞

γ−d.

• The array gain: At the transmitter side, an antenna array focuses the energy in
a given direction. At the receiver side, an antenna array receives more energy,
so that the SINR is improved even in absence of fast fading. Antenna pattern
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Figure 2.5: Example of beamforming transmission.

is obtained thanks to precoding or beamforming techniques that adapt the
signal phase on each antenna of the array and sum these signal coherently.

• The multiplexing gain: A MIMO coding scheme can achieve a multiplexing
gain r if the theoretical achievable throughout R can be written:

R(γ) ∼
γ→+∞

r logγ [bits/s/Hz],

i.e., r times the capacity of a SISO (Single Input Single Output) system. For
a M×N MIMO channel with independent Rayleigh fading, the capacity can
be written [6]:

C(γ) ∼
γ→+∞

min(M,N) logγ [bits/s/Hz].

Maximal values for d and r cannot be achieved simultaneously. There exists
a function d∗(r) = (M− r)× (N− r), r = 1, ..., min{M,N}, that represents the
diversity/multiplexing trade-off [13].

2.6.1 Beamforming

A classical beamforming model is the delay and sum beamformer (or conventional
beamformer) with ULA (Uniform Linear Array). The power radiation pattern for
a conventional beamformer is a product of array factor and radiation pattern of a
single antenna. The array factor for this power radiation pattern is given as [44]:

AF(θ) =
1

nt

∣

∣

∣

∣

sin(ntπ
2 (cos(θ)− cos(φ)))

sin(π2 (cos(θ)− cos(φ)))

∣

∣

∣

∣

2

, (2.16)

where nt is the number of transmit antennas at BS (with inter-antenna spacing
equal to half wavelength), φ is the look direction (towards which the beam is
steered) and θ is any arbitrary direction. Both these angles are measured with
respect to array axis at BS (see figure. 2.5). The array factor is multiplied by the
gain of a single antenna of the array to give the resultant beamforming gain, i.e.,
A← A×AF in (2.1).
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2.6.2 SU-MIMO

In SU-MIMO (Single User MIMO), the BS is equipped with several transmit an-
tennas and the signal is received with multiple receive antennas. The transmission
is done using space-time codes like STBC (Space-Time Block Codes). Many STBC
were proposed in the literature to achieve full diversity (the Alamouti code [7]
or DAST [11]), maximum multiplexing gain (V-BLAST code [6]) or an optimal di-
versity multiplexing tradeoff (the Golden code [15]). In this section, we focus on
the Alamouti code at the transmission combined with the MRC (Maximum Ratio
Combining) technique at the reception.

Alamouti code is a STBC [7] that achieves the full transmission diversity for two
transmit antennas without requiring channel knowledge and is very simple to im-
plement. It was adopted for the downlink transmission of WiMax (IEEE 802.16m),
UMTS and CDMA2000 standards. In LTE, a "frequential" version of the Alamouti
code as a transmit diversity scheme for the 2 transmit antenna case [30]. The Alam-
outi code matrix is given by [7]:

X =

[

s1 −s∗2
s2 s∗1

]

, (2.17)

where {si}i=1,2 are the transmitted complex symbols. It consists in transmitting the
symbols s1 and s2 from the two antennas in the first channel use period and −s∗2,
s∗1 in the second channel use period. It is hence a rate 1 code since two symbols
are transmitted during two channel use periods.

We now assume that the receiver is performing MRC with N antennas. At the
receiver side, the signal can be written as:

yu =

√

pb,u

2

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

h1,1,b h1,2,b

h∗
1,2,b −h∗

1,1,b

. .

. .

hN,1,b hN,2,b

h∗
N,2,b −h∗

N,1,b

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

︸ ︷︷ ︸
Hb

[

s1,b

s2,b

]

︸ ︷︷ ︸
x0

+
∑

k ̸=b

√

pk,u

2

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

h1,1,k h1,2,k

h∗
1,2,k −h∗

1,1,k

. .

. .

hN,1,k hN,2,k

h∗
N,2,k −h∗

N,1,k

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

[

s1,k

s2,k

]

︸ ︷︷ ︸
xk

+n, (2.18)

where hi,j,k is the Rayleigh flat fading channel between the ith antenna of the
receiver and the jth antenna of the BS k, pk,u is the power received from BS k

without fast fading, s.,k are the symbols transmitted by k, and n is the thermal
noise vector. The hi,j,k are complex Gaussian distributed RVs, i.e., hi,j,k ∈ CN(0, 1).
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The MRC receiver combines the received signals from the N antennas. The received
signal is multiplied by the complex conjugate of the channel Hb. The SINR per
symbol is, hence, given by:

γu =

pb,u

2

∑N
n=1(|hn,1,b|

2 + |hn,2,b|
2)

∑

k ̸=b
pk,u

2 (
|
∑N

n=1 h
∗
n,1,bhn,1,k+hn,2,bh

∗
n,2,k|

2+|
∑N

n=1 h
∗
n,1,bhn,2,k−hn,2,bh

∗
n,1,k|

2

∑N
n=1(|hn,1,b|2+|hn,2,b|2)

) +N0W
.

(2.19)

2.6.3 MU-MIMO

In a MU-MIMO (Multi-User MIMO) communication system, output antennas are
distributed on different users. The spatial degrees of freedom of MIMO channels
combined with multiuser multiplexing schemes can enhance considerably the sys-
tem capacity.

In a multiuser communication, interference is the key performance limiting fac-
tor since it ultimately limits the system capacity. To mitigate multiuser interfer-
ence, scheduling is generally combined with additional pre-transmit signal pro-
cessing techniques. In this context, many precoding techniques were proposed in
the literature among them we can mention: DPC (Dirty Paper Coding) [4, 12],
ZFBF (Zero Forcing Beamforming) [21], MMSE (Minimum Mean Square Error)
beamforming [23], random beamforming [19], codebook beamforming [24, 31]. In
this section, we focus on ZFBF as an example of MU-MIMO scheme.

It is a linear transmission strategy allowing a multiuser transmission without
generating multiuser interference and presenting the advantage of simplicity of
implementation. However, it was shown in [21], that the ZFBF combined with an
appropriate scheduling approaches the sum-capacity achieved by the DPC when
the number of users is very large.

Consider a downlink, multicellular multiuser system. Each BS is equipped with
M antennas and there are N users per cell with a single antenna each. ZFBF con-
sists of multiplying the information vector by the ZF precoding matrix given by:

W = HH(HHH)−1, (2.20)

where H is the channel between the BS and the users served simultaneously. H
is a N×M matrix with complex Gaussian distributed entries, i.e, hi,j ∈ CN(0, 1).
Hence the transmitted signal is given by:

x =
√

Pb
Ws√
δ

, (2.21)

where Pb is the transmit power, s = [s1, s2, ...sN] the symbol information vector
intended to the N users and δ is a normalization factor introduced to satisfy the
transmission power constraint and to ensure: ∥x∥2 = Pb. δ is given by:

δ = ∥Ws∥2 . (2.22)

The maximum number of users that can be served by a BS is N = M. When N > M,
M among the N users can be scheduled to be served by the BS simultaneously.
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In a multicellular system, the signal received by a user u served by the BS b is
given by:

yu =
√
pb,uhb,u

Wbsb√
δb

+
∑

k ̸=b

√
pk,uhk,u

Wksk√
δk

+ nu, (2.23)

=

√
pb,u√
δb

sb,u +
∑

k ̸=b

√
pk,uhk,u

Wksk√
δk

+ nu, (2.24)

where hk,u ∈ C1×M is the channel between the BS k and user u, Wk ∈ CM×N

is the precoding matrix used by k, sk is the information symbol vector intended
to the users of BS k, δk is the normalization factor used by k, pk,u is the power
received from the BS k without fast fading, and nu is the AWGN (Average White
Gaussian Noise).

From (2.24) we can write the SINR at the user u:

γu =
pb,u

δb

(∑

k ̸=b pk,u
∥hk,uWk∥

2

δk
+N0W

) . (2.25)

2.6.4 Multicell Cooperation

Multicell cooperation is a paradigm, which aims at increasing cell edge user throu-
ghputs. Instead of trying to mitigate multicell interference, the multicell coopera-
tion transforms it to a useful signal or at least to a less harmful signal. There are
several terminologies in the literature for this technique: multicell processing, mul-
ticell MIMO, network MIMO or DAS (Distributed Antenna Systems). We use here
CoMP (Coordinated Multipoint Transmission), which is the terminology of the
3GPP standardization body. CoMP is foreseen to be a key performance technique
for LTE-A.

CoMP consists in a multicell cooperation scheme that takes advantage of the
distributed antenna formed by the neighboring cells to mitigate multicell interfer-
ence and to improve cell-edge and system throughput [39]. In the 3GPP LTE-A,
two main schemes were highlighted [33]: the CB/S-CoMP (Coordinated Beam-
forming/Scheduling CoMP) and the JP-CoMP (Joint Processing CoMP). The for-
mer consists in coordinating the scheduling decisions of adjacent cells in order to
mitigate co-channel interference. The latter consists in sharing information across
coordinated BSs to serve users cooperatively. The surrounding BSs contribute to
transmit the useful signal to the user instead of acting as inteferers. In this section,
we focus on JP-CoMP.

Consider a downlink multicellular multiuser system (K active users) and con-
sider multiple antenna BSs (M antennas) and single antenna user equipments. Let
a cluster be a subset of BSs cooperating to serve a user. The clusters are disjoint.
We assume a simple criterion for BS selection based on the minimization of the
distance depending path-loss. A cluster of BSs transmits to a single user per TTI.
BSs use the MRT (Maximum Ratio Transmission) scheme to transmit their data.
We assume coherent multicell transmission which needs a tight synchronization
across transmitting BSs (like in [34]) that can be ensured using low-latency and
high-capacity backhaul communication. The information data intended to a user
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are shared by all BSs in its cooperation cluster. CSI (Channel State Information)
between the considered user and the cooperating BSs are estimated using feed-
back for the FDD (Frequency Division Duplex) mode or uplink-downlink channel
reciprocity for the TDD (Time Division Duplex) mode. The cluster of BSs serving
a user u is denoted Bu. The signal received by a user u is given by [32]:

yu =
∑

b∈Bu

√
pb,uhb,uxb,u +

∑

i̸=u

∑

k∈Bi

√
pk,uhk,uxk,i +n, (2.26)

where hb,u ∈ C1×M is the complex Gaussian channel between user u and BS b, n
is the AWGN and xb,u ∈ CM×1 is the MRT data vector transmitted from BS b to
the user u and is given by:

xb,u =
hT
b,u

∥hb,u∥
su, (2.27)

where su ∈ C is the normalized information symbol intended to user u from BS b.
The output SINR perceived by a user u is given by:

γu =

(∑

b∈Bu

√
pb,u ∥hb,u∥

)2

∑

i̸=u

∣

∣

∣

∣

∑

k∈Bi

√
pk,uhk,u

hT
k,i

∥hk,i∥

∣

∣

∣

∣

2

+N0W

. (2.28)

2.7 Fluid Model

The fluid model has been proposed by Kelif and Altman [18] to simplify the ex-
pression of the OCIF factor in CDMA networks. It is in fact a generic approach for
computing an approximation of the interference at a given location in the cell. Due
to its simplicity and to the fact that the computed interference depends only on
the distance to the serving BS, it allows further analysis like capacity computation,
admission control policy design, etc.

Figure 2.6: Network and cell of interest in the fluid model; the minimum distance between
the BS of interest and interferers is 2Rc and the interfering network is made of
a continuum of base stations.

The key modelling step of the model consists in replacing a given fixed finite
number of interfering BSs by an equivalent continuum of transmitters, which are
spatially distributed in the network. This means that the transmitting interference
power is now considered as a continuum field all over the network. We focus on
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Figure 2.7: Integration limits for external interference computation.

a given cell and consider a round shaped network around this central cell with
radius Rnw. In figure 2.6, the central disk represents the cell of interest, i.e., the
area covered by its BS. The continuum of interfering BSs is located between the
dashed circle and the outer circle. By analogy with the discrete regular network,
where the half distance between two BSs is Rc, we consider that the minimum
distance to interferers is 2Rc.

Let us consider a mobile u at a distance ru from its serving BS b. Each elementary
surface zdzdθ at a distance z from u contains ρBSzdzdθ base stations which con-
tribute to pext,u. Their contribution to the external interference is ρBSzdzdθPbKz

−η.
We approximate the integration surface by a ring with centre u, inner radius
2Rc − ru, and outer radius Rnw − ru (see figure 2.7).

pext,u =

∫2π

0

∫Rnw−ru

2Rc−ru

ρBSPbKz
−ηzdzdθ

=
2πρBSPbK

η− 2

[

(2Rc − ru)
2−η − (Rnw − ru)

2−η
]

. (2.29)

Now, the OCIF fu = pext,u/pint,u can be expressed by:

fu =
2πρBSr

η
u

η− 2

[

(2Rc − ru)
2−η − (Rnw − ru)

2−η
]

. (2.30)

If the network is large, i.e., Rnw is large compared to Rc, fu can be further
approximated by:

fu =
2πρBSr

η
u

η− 2
(2Rc − ru)

2−η. (2.31)

This closed-form formula allows a quick computation of the performance param-
eters of a cellular network. If we compare this approximation with Monte Carlo
simulations in an hexagonal network, we can note that there is a lack of accuracy at
cell edge. In [37], we have thus proposed an extension of this formula to hexagonal
networks by introducing a correction depending only on the path-loss exponent.
The OCIF factor can be re-written as follows:

fhexa,u = (1+Ahexa(η))
2πρBSr

η
u

η− 2
(2Rc − ru)

2−η, (2.32)

where Ahexa(η) = 0.15η− 0.32 is a corrective term obtained by least-square fitting.
For example, Ahexa(2.5) = 0.055 (the correction is tiny) and Ahexa(4) = 0.28
(the correction is significative). We have compared this formula to extensive Monte
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Carlo simulations in [37] and shown that it is accurate for a wide range of path-loss
exponents, cell radii and network sizes.

2.8 Traffic Models

Up to now, we have focused our discussion on the radio link quality through the
expression of the SINR in various situations. This kind of study can be called static
in the sense that we consider a static user at a given time instant. Several papers
in the literature however study the user performance parameters in a dynamic en-
vironment, i.e., from a teletraffic point of view. In this approach, users are arriving
in a cell according to a random process in time, according to a certain spatial
distribution in the cell area, stay for a random duration and leave the system.

For circuit-switched services (voice, video-conference or even streaming), we
have a loss system. Access to the service is possible as soon as the SINR is above
a certain threshold. A call is usually characterized by a Poisson arrival and by a
random duration (usually following an exponential distribution). The main per-
formance parameter is the blocking probability, which can be obtained using the
classical Erlang-B formula (single service), the multi-dimensional Erlang-B formula
(several services), or the Kaufman-Robert’s algorithm [3, 43] (see [10] for other al-
gorithms for loss systems). There are various variations on this theme, see for
example [5] for a teletraffic analysis of hierarchical networks with mobility.

For packet services, we have seen how the SINR translates into an instantaneous
throughput is captured by the Shannon formula, an approximation of it or a map-
ping from SINR intervals to throughputs. A packet call is usually characterized by
a Poisson arrival and by a random volume of data to be downloaded. Main perfor-
mance parameters are the average packet call throughput and delay, and possibly
the blocking probability in case of admission control. We now detail two possible
approaches we have considered in our work.

2.8.1 Multi-class Processor Sharing

In this approach, a cell is modeled as a M/G/1/PS queue. If there are n clients
in the system, the service rate of the BS is µ(n) (0 < µ(n) < ∞ and nµ(n) < ∞).
The client arrival rate is λ. There are K classes of client with arrival rate λk = pkλ

for the class k. Every arriving client in class k has a service requirement σk. These
requirements are i.i.d. with mean βk. The load of class k is ρk = λkσk. The total
load is ρ =

∑

k ρk.
Then, the steady-state probabilities of the number of clients in each class know-

ing n, the total number of clients in the system, is [42]:

π(n1, ...,nK|n) = H−1φ(n)
K∏

k=1

ρnk
k

nk!
, (2.33)

where φ(n) = (
∏n

i=1 µ(i))
−1, n = n1 + ... + nK and H =

∑∞

n=0
ρn

n! φ(n). The
steady-state probabilities of the number of clients in the system is given by:

π(n) = H−1ρ
n

n!
φ(n). (2.34)
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The expected number of clients in the system (Q̄) and in class k (Q̄k) are given by:

Q̄ = H−1
∞∑

n=1

ρnφ(n)

(n− 1)!
, (2.35)

Q̄k =
ρk
ρ
Q̄. (2.36)

From Little’s formula, we obtain the average sojourn time for a client of class k:

R̄k =
Q̄k

λk
(2.37)

and its average throughput:

X̄k =
βk

R̄k
. (2.38)

These formulas are independent on the service requirement distribution.
Assume now that the BS uses a Round Robin scheduling algorithm and thus

equally allocates radio resources to the active users. We have µ(n) = 1/n, φ(n) =
n! and H−1 = 1− ρ. We further assume that the cell is divided in K regions with
an average data rate ck for the region k. Packet call sizes are i.i.d. with mean B,
then the service requirement of a user in region k is βk = B/ck. The total cell load
is:

ρ =
∑

k

λB
pk

ck
. (2.39)

The stability condition is given by ρ < 1 and thus the cell capacity is:

C =

(

∑

k

pk

ck

)−1

. (2.40)

The average sojourn time and the average throughput of a user in region k are
respectively given by:

R̄k =
B

ck(1− ρ)
, (2.41)

X̄k = ck(1− ρ). (2.42)

This approach has been extended to Proportional Fair scheduling in [16], when the
user data rate can be expressed as a linear function of the SINR. This assumption
is valid for low SINR values as observed in UMTS or HSPA (High Speed Packet
Access) networks. See [29, 35] for recent expressions of the average throughput
assuming opportunistic scheduling and alpha-fairness scheduling.

2.8.2 Engset-like Markovian Model

An alternative to this approach has been developed in [36]. In this model, the num-
ber of MSs in a cell, N, is fixed and includes both active and inactive users. Every
MS is assumed to generate an infinite length ON/OFF elastic traffic. ON periods
are characterized by a random data volume, while OFF periods are characterized
by a random duration (both with exponential distribution). Radio resources are
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organized in frames of NS slots. There are K different MCSs and a slot can carry
mk bits with a MCS type k. MCS type 0 represents the outage state. The channel
may change at every frame boundary. The probability that a user has MCS k is pk.

The proposed model is based on a CTMC (Continuous Time Markov Chain)
made of N+ 1 states and shown in figure 2.8. The rate at which a user ends its
OFF period is λ = 1/t̄off, where t̄off is the average OFF period. The departure rate
µ(n) depends on the number of active users and on the scheduling policy.

0 1 n-1 n n+1 N

Nλ (N-n+1)λ λ(N-n)λ

µ(1) µ(n) µ(n+1) µ(N)

Figure 2.8: CTMC with departure rate depending on the number of active MS.

The generic expression for the departure rate is given by:

µ(n) =
m̄(n)NS

x̄on TF
, (2.43)

where TF is the duration of frame, x̄on is the average volume of data and m̄(n) is
the average number of bits per slot, when there are n active MSs.

For a scheduling fair in resource, we have:

m̄(n) =

(n,n,...,n)
∑

(j0, j1, ..., jK) = (0,0, ...,0)|

j0 + j1 + ...+ jK = n

j0 ̸= n

n!

n− j0

(

K∑

k=1

mkjk

)(

K∏

k=0

pjk
k

jk!

)

. (2.44)

For a scheduling fair in throughput, we have:

m̄(n) =

(n,n,...,n)
∑

(j0, j1, ..., jK) = (0,0, ...,0)|

j0 + j1 + ...+ jK = n

j0 ̸= n

(n− j0)n!
∏K

k=0
p
jk
k

jk !
∑K

k=1
jk
mk

. (2.45)

For an opportunistic scheduling, we have:

m̄(n) =
K∑

i=1

(

1−
K∑

j=i+1

pj

)n
[

1−

(

1−
pi

∑i
j=0 pj

)n]

mi. (2.46)

Then, the stationary probabilities are given by:

π(n) =
N!

(N− n)!

ρn

Nn
S

∏n
i=1 m̄(i)

π(0), (2.47)

where ρ is given by:

ρ =
x̄on TF
t̄off

, (2.48)
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and π(0) is given by:

π(0) =
1

1+
∑N

n=1

(∏n
i=1

(i−1)λ
µ(i)

) . (2.49)

The average number of active MSs is expressed as:

Q̄ =

N∑

n=1

nπ(n). (2.50)

The mean number of departures per time unit is given by the following equation:

X̄d =

N∑

n=1

π(n)NS µ(n). (2.51)

Using Little’s law, we can now derive the average duration t̄on of an ON period:

t̄on =
Q̄

X̄d
. (2.52)

Finally, the average instantaneous user throughput during ON period is given as:

X̄ =
x̄on
t̄on

. (2.53)

In [36], the performance parameters associated to a so called throttling policy are
also given, where users have a target throughput but cannot go beyond a peak
data rate. There is also an extension to a multi-profile traffic model, where each
profile has its own traffic characteristics.

2.9 Conclusion

This chapter is a short lecture on cellular network dimensioning models. We have
shown the central role played by the SINR and by the SINR outage probability
in the performance evaluation of cellular networks. This role is central not only
for coverage studies but also for traffic studies. We can easily express the SINR
for different multiplexing schemes and MIMO transmission techniques. The fluid
model is an approximate derivation of the interference in a cell as the function of
the distance to the serving station. We have extensively used in our work these
models and formulas to evaluate the performance of cellular networks.
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3
3.1 Introduction

As we have seen in the previous chapter, the estimation of cellular networks capac-
ity and coverage mainly depends on the characterization of the interference. At a
first glance, compared to the classical F/TDMA approach used in GSM, CDMA has
simplified the network design. All cells indeed use the same carrier frequency and
the whole system bandwidth. The number of scrambling codes needed to separate
neighboring cells on the downlink is so large that the code planning is an easy task.
The interference issue becomes however crucial and difficult to control and to eval-
uate for engineers: fast power control, intra-cell interference, soft-handover have
been concepts brought by CDMA in the radio engineering of cellular networks.

3.2 Related Work

There is a large literature around the question of characterizing interference in
CDMA networks. Pioneering works on the subject [3, 4, 19] mainly focuses on the
uplink. [1, 3, 7] rely on numerical integration or Monte Carlo simulations. Such
approaches are not satisfactory because of their computational time and because
they provide very specific results for a given set of parameters.

Some analytical studies are proposed in the literature. For example, Chan and
Hanly [5] approximate the distribution of the other-cell interference on the uplink
using Edgeworth approximations. Abu-Dayya and Beaulieu [2] computes the out-
age probability in presence of multiple log-normal interferers, but assumes that all
interference signals have the same statistics, which is not a realistic assumption in
cellular networks. Moreover, thermal noise is often neglected for the computation
of the outage probability (see e.g. [18]). This is a reasonable assumption for typi-
cal output powers and in urban environments. It is however questionable at high
frequencies, in rural environments or when BS output power is decreased.

In contrast to previous works in the field, our approximations are based on the
fluid model, which considers the discrete BS entities of a cellular network as a
continuum. We thus revisit the traditional question of the outage probability in
the light of the fluid model. There are similar approaches in the literature but in
slightly different domains. For example, the authors of [8] describe a network in
terms of macroscopic quantities such as node density. The same idea has been
used in [6] for ad hoc networks. Both papers however assume a very high density
of nodes and infinite networks. On the contrary, the fluid model is accurate even
when the BS density is low and the network size is limited, as shown in [16].
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3.3 Contributions

In collaboration with Orange Labs (Jean-Marc Kélif) and Philippe Godlewski, we
have used the fluid model to characterize in a simple way the performance of
CDMA networks.

• In [16], we have validated the fluid model through Monte Carlo simulations
and proposed an extension of the original formula for hexagonal networks.
As the original model assumes circular cells, a deviation is observed with
simulations obtained in a traditional hexagonal network. This deviation de-
pends mainly on the path-loss exponent. The new model adds thus a correc-
tive term, depending on the path-loss exponent, to the original formula.

• In [9, 10], we have proposed global and spatial outage probability approxi-
mated formulas in absence of thermal noise and shadowing for the downlink
of CDMA networks. Both formulas are direct applications of the fluid model
and of the Central Limit Theorem applied to the total BS transmit power.

• In [11, 14], we have extended the previous formulas to environments char-
acterized by shadowing using the fluid model and the Fenton-Wilkinson ap-
proximation of a sum of log-normal RVs. We have shown its negative impact
on the network performance. The proposed approximation is accurate for
standard deviations of the shadowing typically less than 6 dB. This is due
to the inaccuracy of the Fenton-Wilkinson approach. A standard deviation of
8 dB can be achieved if shadowing RVs are supposed to be correlated.

• In [13], we have characterized analytically the notion of cell breathing, which is
a phenomenon observed in CDMA networks when the traffic is increasing. It
results in a reduction of the cell coverage. One way to combat cell breathing
is to deploy new BSs through the process of densification. In this work, we
have quantified the number of new BSs to be installed as a function of the
traffic load.

• In [12], we have proposed an extension of the fluid model to tri-sectorized
BSs. This new formula includes the antenna pattern of a BS sector.

• In [15], we have studied the influence of the user mobility on the outage
probability and shown how cell capacity is decreasing with the mean radial
user speed.

• In [17], we have studied the impact of a transmit power limitation on the
coverage and the capacity of CDMA networks in a context where energy
should be saved. This paper shows that it is possible to drastically reduce
the BS transmit power without any loss of quality of service in a urban area.
Transmit power can be further reduced if one accepts a small degradation of
the service quality.

3.4 Conclusion

Although vanishing from research interests, CDMA is still the access scheme of
the widely used 3G networks. These networks are characterized by fast power
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control, intra-cell interference and soft-handover. There has been a large literature
for characterizing interference in such networks and our contributions consisted
mainly in re-visiting traditional questions in the light of the fluid model with the
aim of providing simpler formulas.
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4
4.1 Introduction

The dimensioning and performance evaluation of OFDMA networks have attracted
a lot of interest in the past few years with the generalization of this access scheme
in wireless standards, in particular in WiMAX and LTE. Whereas CDMA has been
the common technology for third generation networks, OFDMA appears to be
the unifying access scheme of the fourth generation. The long technical debate
on the best multiple access technique researchers had ten years ago completely
disappeared. Thanks to the (quasi) absence of inter-cell interference, OFDMA make
the things easier for both design and operational engineers. It allows however a
certain flexibility for the radio resource allocation (in terms of sub-carriers and
time-slots), so that new engineering techniques have to be studied such as FFR.

4.2 Related Work

A significant part of the literature on the OFDMA access focuses on the resource
allocation problem, which consists of allocating power and sub-carriers to multiple
users in order to maximize the cell sum rate (see e.g. [11, 28, 33]). Most of these
papers, which often rely on the computation of outage probabilities, however ne-
glect inter-cell interference and focus on SNR variations. Two notable exceptions
are references [43] and [38]. The former considers only a two cell network. The
latter derives an expression of the SINR distribution conditionally on the average
received powers and finally rely on Monte Carlo simulations at cell edge. Few pa-
pers are dealing with analytical approaches when inter-cell interference is consid-
ered, whereas there are many papers using simulations to find outage probability
or SINR distribution, see e.g. [3, 4, 6, 13, 15, 27]. [7] proposes an analytical expres-
sion of the outage probability, which explicitly depends on the distances to every
interferer. A simple planning procedure is proposed in [32] based on the evalua-
tion of two averages of the SINR. Effective SINR is approximated by a Gaussian
RV. The limitation of this study lies in the fact that the two involved averages are
computed by simulations and have to be obtained for each user location. Contrary
to the above mentioned papers, we have given in [48] an approximated formula of
the outage probability in terms of effective SINR that depends only on the distance
to the serving station.

An other open question in the radio quality of OFDMA networks evaluation is
the analytical characterization of the SINR with the best server assumption. Most
of the analytical works indeed assume that a user is attached to the closest BS. A
more realistic assumption is the best server attachment, where users are served by
the BS providing the best signal quality. Taking into account this assumption has
been only recently tackled by the literature [42, 56]. We have proposed in [35] a
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semi-analytical approach to account for the best server assumption. We have also
proposed an approximation of the SINR in this case in [41, 50].

Our work allows thus to obtain in a simple way the distribution of the SINR over
the cell or the average SINR at a given distance from the BS. This a first step in
the complete dimensioning methodology developed with Alcatel-Lucent Bell Labs
and LIP6 for WiMAX networks. We can indeed quickly obtain the probability for a
user to be served with a given MCS and derive from the Engset-like traffic model
presented in Section 2.8.2 the average user throughput, the average delay or the
average number of active users. In the literature, generic analytical traffic models
for performance evaluation of cellular networks with varying channel conditions
have been proposed in [1, 2, 5]. The models presented in these papers are mostly
based on multi-class processor-sharing queues with each class corresponding to
users having similar radio conditions and subsequently equal data rates, see Sec-
tion 2.8.1. The variability of radio channel conditions at flow level is taken into
account by considering a propagation model and a spatial distribution of users in
a cell. These papers implicitly consider that users can only switch class between
two successive data transfers, while in practice radio conditions and thus data
rates of a particular user can change frequently during a data transfer. In addition,
capacity of a WiMAX cell may vary as a result of varying radio conditions of users.
Unlike existing models [1, 2, 5], the Engset-like model is adapted to WiMAX sys-
tems assumptions and is generic enough to integrate any appropriate scheduling
policy. On the contrary, the classical M/G/1/PS approach is based on a Round
Robin scheduler. Proportional fairness may be considered but only at low SINR,
which is not a valid assumptions for OFDMA networks. Moreover, our approach
makes it possible to consider the outage situation. A user experiencing outage is
indeed not scheduled.

As explained in Section 2.4.3, OFDMA allows the deployment of smart frequency
reuse schemes and it is a subject of research to understand the trade-offs involved
in these schemes. In a nutshell, frequency reuse 1 (IFR1) should be preferred for
operators willing to increase the cell capacity because the whole system bandwidth
is available in every cell. On the other hand, frequency reuse 1 implies a bad ra-
dio signal quality at cell edges, outage probability may even attain unacceptable
figures. FFR schemes have thus been proposed to improve the SINR at cell edge
and at the same time to maintain a high cell capacity [8]. In our work, we have
first studied through Monte Carlo simulations the possibility to deploy frequency
reuse 1 in WiMAX networks using beamforming. At the time of our work, there
was very few system level studies using beamforming in OFDMA networks. There
was measurements campaigns not taking into account interference (see e.g. [19]).
There was studies on frequency reuse schemes using MIMO but ignoring beam-
forming [21]. Existing beamforming simulations were neglecting important aspects
of OFDMA networks like frequency diversity [18] or a physical abstraction model
for the computation of the effective SINR [10, 16]. Our work has thus been the first
one to systematically analyze frequency reuse schemes with beamforming and to
account for the different channelizations patterns of the WiMAX standard. We have
shown in which conditions, frequency reuse 1 was possible.

In absence of beamforming, the study of frequency reuse schemes has attracted
the attention of a lot of researchers. Authors of [9] studied the performance of
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FFR for 3GPP/3GPP2 OFDMA systems. Authors have used system level simula-
tions in their analysis. In [17] and [16], the author has studied the FFR in a IEEE
802.16 based system in conjunction with an interference coordination algorithm.
Performance is evaluated with simulations. Two new algorithms, FTR (Fractional
Time Reuse) and FTFR (Fractional Time and Frequency Reuse), are proposed in
[14] to cater for reduced capacity in the border area of cell because of FFR. In
[20], authors have studied the capacity of a WiMAX system in presence of FFR.
In [15] also, performance of a FFR system is analyzed through simulations. [23]
proposes a Markov model to analyze different frequency reuse schemes but relies
on simulations for the radio part of the study. Based on the fluid model, we have
on the contrary proposed a simple analytical model for the SINR evaluation under
different frequency reuse and scheduling schemes [24, 40].

At last, we have tackled some specific aspect of the heterogeneous networks,
namely the optimal placement of relay nodes in a cellular networks. Hetnets are
foreseen in the LTE-Advanced standard as a means of increasing the network ca-
pacity and improving coverage by adding to the macro BS layer smaller equip-
ments like small BSs, femto BSs or relays. Relay related problems arise in various
contexts like sensor networks [12], WLANs, or information theory. We have how-
ever focused on their deployment in cellular networks. In the literature, several
authors study a single BS controlling several RNs (see e.g. [30, 44]) and thus ignore
inter-cell interactions. In many papers considering multiple cell deployments and
trying to solve combinatorial optimization problems, interference is not accurately
modeled (see e.g. [34, 54, 47, 51]) and user locations are supposed to be known
from the network planner [54]. This assumption is realistic in a WiMAX network
but cannot be considered for a cellular network. The only papers that tries to take
into account the effect of interference adopt a static approach where all buffers are
always full [49, 52, 53]. On the contrary, our work assumes a dynamic traffic model.
Based on an accurate modeling of the SINR, we solve the optimization problem
with an enhanced Simulated Annealing algorithm [55].

4.3 Contributions

The following contributions have been obtained in collaboration with Alcatel-Lu-
cent Bell Labs (Véronique Capdevielle, Vinod Kumar, Laurent Thomas), University
of Paris VI (Sébastien Doirieux, George Nogueira, Bruno Baynat from LIP6 labora-
tory) and Orange Labs (Jean-Marc Kélif) in the framework of the thesis of Masood
Maqbool (co-directed with Ph. Godlewski) and with NTU in the framework of the
thesis of Mattia Minelli (co-directed with Ph. Godlewski and Ma Maode from NTU
Singapore).

• We have first proposed some extensions of the fluid model for OFDMA net-
works. In [48], we have given an approximated formula of the outage prob-
ability in terms of effective SINR, see (2.15). This formula takes into account
both shadowing and fast fading and assumes that channel gains on any two
subcarriers of a sub-channel are independent (this is a valid assumption in
the context of WiMAX networks). In [41, 50], we have further assumed that
every user is served by the best server, i.e., the BS providing the highest
receive power.
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• In a series of papers, we have developed with LIP6 a complete dimension-
ing methodology for Alcatel-Lucent Bell Labs including traffic and coverage
studies (see [37] for an overview). Traffic studies are based on the Engset-like
approach presented in Section 2.8.2 and includes various scheduling policies
like fair in throughput, fair in resource or opportunistic. A throttling policy
is also proposed to limit the user peak rate (as foreseen by the standard)
[22, 29, 31, 39]. The coverage study is based in a semi-analytical method that
approximates the SINR spatial distribution by a Generalized Extreme Value
distribution [35].

• We have evaluated the performance of several frequency reuse schemes for
OFDMA networks either with simple analytical approaches [24, 40] or through
Monte Carlo Simulations [25, 26, 36]. In particular, we have studied the pos-
sibility to use a frequency reuse 1 in WiMAX networks. On the one hand,
frequency reuse 1 increases the cell capacity, on the other hand, it can lead to
an unacceptable outage probability at cell edge. We have shown that reuse 1

is feasible only if beamforming is used in conjunction with the PUSC channel-
ization. This kind of channelization is indeed the only one that can provide
sufficient diversity on the interference signal and sufficient array gain on the
useful signal.

• In the context of LTE networks, we have optimized the fractional power con-
trol parameter by using the fluid model on the uplink [45].

• We have shown the advantage of using relays in [46]. In [55], we have intro-
duced a dynamic framework for the relay placement based on traffic analysis.
Relays and BSs are modeled as M/G/1/PS queue and a fixed point iteration
captures the interactions between transmitting nodes. Contrary to most of
the literature, our framework takes into account non uniform traffic patterns.
An extension of the fluid model has been proposed for relay based cellular
networks. We have developed a dedicated Simulated Annealing algorithm
that dynamically adapts temperature to energy variations and uses a combi-
nation of coarse and fine grids to accelerate the search for an optimal solu-
tion. Numerical results shows that out-of-band relays are preferably placed
on the cell edge and are arranged in rings around the BS, when their number
increases. In-band relays suffer from the poor quality of the backhaul link,
especially in presence of shadowing and tends to be much closer to the BS.
In both cases, cell capacity increases with the number of relays. The benefit
is however small with in-band relays.

4.4 Conclusion

In this chapter, we focused on OFDMA cellular networks. At the time of the first
studies, operators and manufacturers were working on dimensioning methodolo-
gies for these networks. This lead us to develop with LIP6 an approach spanning
from the radio aspects to the traffic aspects for Alcatel-Lucent. At the radio level,
an important question is to understand the trade-offs involved by FFR and to know
whether it is possible to implement a frequency reuse 1. We have shown in which
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conditions it is possible to do a reuse 1 planning in WiMAX networks using beam-
forming techniques and analyzed FFR under various scheduling schemes. We have
at last tackled the problem of optimally placing relays in a cellular network. Our
current studies are related to interference coordination in heterogeneous networks
and mobile relays.
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5
5.1 Introduction

Multiple antenna systems have aroused many research considerations in recent
years. The exploitation of the spatial dimension yielded through the use of mul-
tiple antennas at the transmitter and/or the receiver indeed permits to increase
capacity [2, 4] and to improve reliability [42]. The originality of our work relies in
the fact that we studied these systems in a multi-cellular context, whereas exist-
ing literature mainly focuses on point-to-point communications. This means that
inter-cell interference is often neglected although it has a negative impact on the
effectiveness of MIMO schemes.

5.2 Related Work

Our work in this domain is related to single user MIMO, multi-user MIMO, multi-
cell cooperation and antenna selection.

Among single user MIMO schemes, OSTBC (Orthogonal STBC) [3] have been
proposed to provide a reliability improvement through the diversity gain. Among
the proposed codes, the Alamouti [1] scheme has attracted much attention thanks
to its simple implementation and decoding. There are many papers that have stud-
ied the Alamouti code for a point-to-point communication in a single cell: in terms
of outage capacity [17], of bit error rate [6], in presence of LOS (Line-Of-Sight)
or NLOS (Non Line-Of-Sight) propagation, with a single receive antenna or two
receive antennas [15], in an uplink multiuser context [18], etc. In [27], the authors
showed that, in a single cell multiuser system, the Alamouti transmission approach
combined with the MRC receiver provides high system throughputs, when there
is a big unbalance in users channels gains. In [36], an analytical study of Almouti-
MRC systems was derived in a single cell context. A closed form expression of the
BER (Bit Error Rate) was proposed. Some papers have conducted MIMO Alamouti
systems performance evaluations considering multicell interference. In [14], au-
thors rely on Monte Carlo simulations, whereas in our contributions we propose
an analytical study. In [12] and [20], authors mainly focus their investigation on
a scenario, where interferers are received with equal average powers. An approx-
imation of the SINR distribution is given for only two interferers received with
unequal average powers. In our contributions, we analyze the performance of the
full transmit diversity Alamouti scheme in a multi-cellular system with an MRC
receiver. We consider a channel model taking into account Rayleigh fading, shad-
owing and path-loss. We derive an expression of the SINR cumulative distribution
function or equivalently the outage probability for a 2×N multi-cellular Alamouti
system with an MRC receiver.

Turning to multi-user MIMO, we have then studied the ZFBF precoding scheme.
This technique is interesting because of the ease of implementation and because
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it was shown that for a MIMO broadcast channel and using an adequate user
selection algorithm, the ZF (Zero Forcing) precoding approaches the performance
of the DPC for a large number of users in the cell [11, 21]. We have studied the
performance of this scheme in a multicellular context in terms of outage probability.
In the literature, the ZF performance has been studied in a single cell context (see
e.g. [13, 16]) without considering multicell interference and for a Rayleigh channel
except in [26], where an asymptotic analysis of linear precoding techniques (ZF
and MMSE) was conducted for small cells multiuser multicellular systems. It was
shown that the inter-cell interference affects enormously the system performance.
In our work, we have proposed an analytical study of the performance of the ZF
precoding in a multiuser multicellular system.

As a third example of MIMO cellular network, we have studied the JP-CoMP
transmission [28]. The JP-CoMP was deeply studied in the literature. In [22], a
measurement study shows that multicell cooperation attains larger mean capac-
ity than an isolated cell when considering a sufficiently high capacity and a low
latency backbone. In [37], a field trial has been performed to confirm the through-
put enhancement introduced by JP-CoMP strategy. In [9, 10], a numerical study of
different joint processing schemes show the potential of this technique to enhance
the overall system performance. In [35], the performance of the femtocell coordi-
nation strategy has been studied for the ZF and the MRT schemes. Two power
allocation algorithms are proposed and compared. In [9, 22, 35, 37], authors per-
formed simulation, measurement or field study but no theoretical studies were
conducted. In [33], an analytical expression of the capacity outage probability was
derived for an open-loop Alamouti-like CoMP downlink transmission in Rayleigh
fading. The proposed SINR expression can only be achieved when using a dis-
tributed Alamouti for two cooperating BSs. In [34], an analytical study of a mul-
ticell multi-antenna cooperative MRT/MRC scheme was conducted. An analytical
expression of the PDF of the SIR was derived considering path-loss, shadowing
and Rayleigh fading. However, the authors resorted to many assumptions: a cell-
edge user served in cooperation is at equal distances from the cooperative BSs,
a Gamma distributed shadowing and a Poisson spatial distribution of interfering
transmitters. Furthermore, there is a significant difference between simulation and
theoretical results. Our main contribution has been to perform an analytical study
of a downlink coherent multicell cooperation system using the MRT precoding
technique.

Very recently, we have studied AS (Antenna Selection) [7, 8], which is is a popu-
lar technique for reducing the hardware costs at the transmitter and/or receiver of
a multiple antenna wireless link. The idea is to use a limited number of radio fre-
quency chains while adaptively switching to subsets of a larger number of available
antenna elements. AS maintains the same diversity order as a system that uses all
the available antenna elements, and only a small loss in data rate is suffered when
the receiver uses the best possible subset [8]. AS can be employed at the transmit-
ter, receiver or both ends; our work focuses on receive AS. Several algorithms for
AS that assume perfect CSI at the receiver have been proposed earlier [29, and
references therein]. However, in practice, it is necessary to estimate CSI, using, for
example, a pilot-based training scheme. Imperfect CSI can lead to both inaccurate
AS and erroneous decoding of data, increasing the symbol error probability [25].
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Quite surprisingly, it has been shown that transmit and receive AS can achieve full
diversity order, even in the presence of channel estimation errors [19]. However,
most of the past work on AS with imperfect CSI suffers from three drawbacks.
First, it assumes that the receiver equally divides the pilots among the available
antenna elements during the training phase [23, 25]. However, when the channel
is slowly-varying, such an equal allocation is not optimal, as past estimates of the
channel and the time-correlation information can be used to re-allot pilots among
the antennas in subsequent training periods. Second, link-layer error checks on the
received packets provide additional information on the channel, and this is typi-
cally not exploited in the literature. Third, a quasi-static block-fading channel is
usually assumed [5, 7], which precludes the receiver from fully exploiting the tem-
poral channel correlation. Our work seeks to overcome all these three drawbacks
and fully exploit the information available at the receiver in deciding the optimal
pilot allocation for channel estimation and AS for data packet reception.

5.3 Contributions

The work presented in this part has been performed in collaboration with Orange
Labs (Jean-Marc Kélif) in the framework of the PhD thesis of Dorra Ben Cheikh
(co-directed with Ph. Godlewski). The goal of our contributions is to provide easy-
to-compute expressions of the outage probability for SISO, MISO (Multiple Input
Single Output) and MIMO systems in a multicellular context considering different
transmission schemes and different channel models. The very last contribution
on antenna selection has been performed in collaboration with Chandra Murthy
(Indian Institute of Science, Bangalore) in the framework of the Master thesis of
Reuben G. Stephen.

• In order to build a benchmark for MIMO systems, we have first conducted an
analysis of the joint impact of path-loss, shadowing and fast fading on SISO
cellular networks in [32]. Two analytical methods have been developed to ex-
press the outage probability. The first one based on the Fenton-Wilkinson ap-
proach (denoted FWBM for Fenton-Wilkinson Based Method), approximates
a sum of log-normal RVs by a log-normal RV and approximates fast fading
coefficients in interference terms by their average value. The second one (de-
noted CLCFM for Central Limit Theorem for Causal Functions Method) is
based on the central limit theorem for causal functions. It allows to approx-
imate a sum of positive random variables by a Gamma distribution. Each
method allows to establish a simple and easily computable outage probabil-
ity formula, which jointly takes into account path-loss, shadowing and fast
fading. We compute the outage probability, for mobile stations located at any
distance from their serving BS, by using the fluid model. We validate our
approach by comparing all results to extensive Monte Carlo simulations per-
formed in a traditional hexagonal network and we provide the limits of the
two methods in terms of system parameters.

• In [24, 39], we have studied the performance of MIMO systems using the
Alamouti code at the transmitter side and a MRC at the receiver side (see
Section 2.6.2). The channel model includes path-loss, shadowing and fast



42 MIMO Networks

fading and the system is considered to be interference limited. If the shad-
owing can be considered as sufficiently slow, closed form expressions of the
outage probability can be derived. For a log-normally distributed shadowing,
we derive easily computable approximations of the outage probability. Again,
we use the fluid model approach to provide simpler outage probability ex-
pressions depending only on the distance between the considered user and
its serving base station. Then, in [30], we have shown how the above results
could be used to derive the user performance in terms of session through-
put in a dynamic environment modeled as a processor sharing queue (see
Section 2.8.1).

• In [31], we have proposed an analytical expression of the outage probabil-
ity of the zero forcing precoding technique in a multicellular multiuser con-
text (MU-MIMO), see Section 2.6.3. The channel model includes path-loss
shadowing and Rayleigh flat fading. Two cases are examined, the first one
considers a slowly varying log-normal shadowing compared to the rapid
fluctuation of the fast fading. In this case, a closed form expression of the
outage probability is derived. In the second case, we consider a log-normal
shadowing and we propose an easily computable integral form expression
of the outage probability.

• In [38], we have studied the performance of a multiple antenna cooperative
multicellular system in terms of outage probability. We have considered the
joint processing multiple antenna CoMP using the MRT technique (see Sec-
tion 2.6.4). It is a diversity transmission scheme that each BS applies sepa-
rately to the symbol to transmit intended to a user served in cooperation. A
closed form expression of the outage probability is derived for Rayleigh flat
fading channel model considering path-loss and constant shadowing. Analyt-
ical results are validated using Monte Carlo simulation results. In particular,
we bring to the light the influence of the number of cooperating BSs and the
number of antennas of each BS.

• Recently, we have studied in [40, 41] AS for packet reception at a receiver
equipped with multiple antenna elements but only a single radio frequency
chain. The receiver makes its AS decisions based on noisy channel estimates
obtained from the training symbols (pilots). The time-correlation of the wire-
less channel and the results of the link-layer error checks upon data packet
reception provide additional information that can be exploited for AS. This
information can also be used to optimally distribute pilots among the an-
tenna elements, so that packet loss due to selection errors is minimized. The
task of the receiver, then, is to sequentially select (a) the pilot symbol allo-
cation for channel estimation on each of the receive antennas and (b) the
antenna to be used for data packet reception. The goal is to maximize the ex-
pected throughput, based on the history of allocation and selection decisions,
and the corresponding noisy channel estimates and error check observations.
This joint problem of pilot allocation and AS is solved as a POMDP (Partially
Observable Markov Decision Process) and the solutions yield the optimal
policies that maximize the long-term expected throughput. The performance
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of the POMDP solution is compared with several other schemes and it is
illustrated that it outperforms the others.

5.4 Conclusion

In this section, we have shown our contributions in the field of MIMO cellular
networks. We have considered the Alamouti scheme, the zero forcing precoding
technique for MU-MIMO and a CoMP technique based on MRT. All studies take
into account the inter-cell interference and are compared to a classical SISO system.
Our studies make a intensive use of the fluid model and of the central limit the-
orem for causal functions and provide simple formulas for the outage probability
of the SINR. Recent studies adopt a different approach and consider the POMDP
framework for the design of a pilot allocation and antenna selection scheme when
there is a single RF chain at the receiver. Although there are already some con-
tributions in the literature, the relationship between CoMP techniques and traffic
still remains to be studied. CoMP indeed consumes radio resources in cooperating
BSs so that its advantage turns to be a drawback when the traffic is high. So, when
activating CoMP and for which mobile users in an optimal manner is still an open
question.
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6
6.1 Introduction

Radio resource management algorithms are the subject of an intense research in the
wireless communication scientific community. This effort is motivated by several
factors:

1. Several experimental studies have concluded that the radio spectrum is both
congested and under-utilized (see e.g. [7, 15], [9] gives an illustration of the
current spectrum allocation in the U.S.). The frequency spectrum is indeed
not utilized homogeneously: depending on the day time, on the geographi-
cal location, some spectrum bands are overloaded (e.g. the ISM band heavily
used by WiFi in dense urban areas) while others are almost free of transmis-
sions.

2. SDR (Software Defined Radio), which consists of implementing in software
most of the components of a radio communication system, has recently done
considerable progress [47]. With SDR, RF (Radio Frequency) front end and
analog to digital converter are the only components to be implemented in
hardware. This gives potentially a very high flexibility to radio equipments,
which could be able ultimately to access any frequency band and to reconfig-
ure its radio protocols in a very flexible way.

3. As a consequence of the above two points, the notion of Cognitive Radio
has emerged (introduced by Mitola in 1999 [6]). CR generally refers to a
radio system that has the ability to sense its RF environment and modify its
spectrum usage based on what it detects [25]. We can see that CR builds upon
SDR cognition functions such as spectrum sensing, environment analyses,
and decision making.

4. Todays wireless systems are characterized by a high heterogeneity due to the
superposition of several communication standards (WiFi, HSPA, LTE, etc),
and due to the equipments variety (laptops, tablets, smart phones on the
terminal side, macro BS, small cells, femto cells, relays, etc. on the network
side). The need arises to jointly manage this diversity in a centralized way
when possible, or with distributed algorithms. In a near future, a sharing of
the spectrum resource across technologies and possibly across operators is
expected.

5. In cellular systems, interference appears as a central bottleneck for the furni-
ture of high data rates and a homogeneous user quality of experience (what-
ever its location and along its movements). This leads to the development
of inter-cell interference coordination or base station cooperation techniques
such as the ones described in the previous chapters.
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These main factors motivate the design of radio resource management schemes
based on flexible radio equipments, taking into account the network heterogeneity
and aiming at better utilizing the spectrum and limiting the impact of interference.

6.2 Related Work

6.2.1 Spectrum Management Models

There are several spectrum management classifications in the literature. The one
proposed by Buddhikot in [16] has the merit of simplicity. We propose in figure 6.1
a slight variation of it. Models can be classified in four main classes:

• Command and control: In this model the regulator assigns the spectrum
bands while applying restricted rules. The spectrum owner has no right to
resell (or rent) the right of using the spectrum (or a part of it) to another
player. The spectrum owner has no right to change the service, for which
he originally obtained the license. In addition, the license duration is almost
eternal. Examples of bands managed under this model are those bands used
by government, military, and radio astronomy operations.

• Exclusive use of the spectrum: In this model, a spectrum band is exclusively
used by a single operator. This model is divided into two sub-models. The
long term sharing is the current model in use in todays cellular networks.
Each operator manages its own spectrum (licensed for several years) thanks
to interference management techniques, dynamic spectrum allocation and
has to deal with heterogeneous networks. There is no interactions between
operators. In a dynamic sharing mode of operation, spectrum can be rent on
a secondary market, operators can dynamically access a pool of frequency
bands.

• Primary and secondary usage: In this context, the spectrum band is owned by
a PU (Primary User), but the band can be opportunistically used by SU (Sec-
ondary User) with minimum impact on the primary user. In the ideal case,
the primary user is not even aware of the secondary user transmissions. Ac-
cording to the strategy used by the secondary user, sharing is called spectrum
interweave, spectrum underlay or spectrum overlay [41]. In the former case, ac-
cess is opportunistic (in time or space) and is based on the detection of white
spaces. This approach can be called "opportunistic spectrum access (OSA)",
"listen-before-talk" (in relation with the type of MAC protocol that can be
used), or simply "cognitive radio". In case of spectrum underlay, secondary
users use the same radio resources than the primary user but try to con-
trol the amount of interference received at the primary user receivers. In the
third model, the secondary user is aware of the primary user message and
performs interference cancellation at the receivers. These three sub-models
assume an increasing amount of known information at the secondary user.

• Commons: Here, no entity has exclusive license to the spectrum band. The
band is a public resource shared by everyone with minimum regulation (i.e.
ISM and U-NII bands).
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Figure 6.1: Spectrum management models.

6.2.2 Dynamic Operator Sharing

In the framework of dynamic operator sharing, we have considered a generic
framework for mobile operators able to access to a pool of frequency bands or
CAB (Coordinated Access Band). This framework has been introduced by M. Bud-
dhikot et al. in [12]. In the proposed architecture, the access to the spectrum, in
a specific region, is controlled by a central entity called spectrum broker or reg-
ulator. The spectrum controlled by the regulator is called the CAB and divided
in chunks that can be dynamically allocated to operators. Each operator can in
turn dynamically allocate these frequency bands to different RAN (Radio Access
Network). The same principle has been adopted in the research project DRIVE [5],
where spectrum is supposed to be shared between cellular and broadcast services.
This model is also consistent with the first use case defined by the IEEE P1900.4
working group on dynamic spectrum management [22, 23]. There are also several
papers that are dealing with DSA for cellular networks. Apart from the seminal
work [12], we can cite the genetic algorithm proposed by [26], a MAC protocol for
SUs in a GSM network [13], or approaches based on pricing mechanisms [18, 24].
The originality of our works lies in the dynamic traffic model we have considered,
in the fact that we took into account the effect of interferences on the user quality
of service and in our conclusions that showed how one can benefit from the time
and spatial variations of the traffic demand to better share the spectrum between
two technologies or operator networks.

6.2.3 Primary and Secondary Spectrum Usage

6.2.3.1 Auction Mechanism

We have also tackled resource allocation problems related to the primary and sec-
ondary usage of the spectrum. Specifically, we have proposed distributed mecha-
nisms for the radio resource sharing between SUs. We have first focused on auc-
tion mechanisms controlled by the PU. Due to their perceived fairness and allo-
cation efficiency [58], auctions are indeed among the best-known market-based
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mechanisms to allocate spectrum [14, 17, 27, 36, 37, 46]. In most proposed auc-
tions, the spectrum resource is treated as goods in traditional auctions studied by
economists, i.e., one licensed band (or a collection of multiple bands) is awarded
to one SU. However, spectrum auction differs from conventional auctions in that
it has to address radio interference. Spectrum auction is essentially a problem
of interference-constrained resource allocation. Only a few papers have discussed
spectrum auctions under interference constraint, among which [17] and [36] stud-
ied conflict-free spectrum allocation with high spectrum efficiency. [14] developed
an auction-based spectrum sharing framework to allow a single spectrum manager
to share its spectrum with a group of users, subject to the interference temperature
constraint at the measurement point, a requirement proposed by FCC in [8]. Based
on the same model as [14], our work conducts an in-depth analysis on the spectrum
auction for multiple PUs to allocate their spectrum to multiple SUs efficiently and
fairly. We also investigated the spectrum auction with free spectrum bands and de-
veloped a distributed adaptive algorithm based on no-regret learning to converge
to a correlated equilibrium of the auction game.

6.2.3.2 Multi-user MAB

We have then focused on the generic model of cognitive networks consisting of
several frequency channels, each characterized by a channel availability probability
determined by the activity of PUs on the channel. In such model, a challenging
problem for SUs that opportunistically access the unused spectrum of PUs is to
learn the channel availabilities and coordinate with other SUs in order to choose, in
a distributed way, the best channels for transmissions without collision. The model
(with single SU) is closely related to the MAB (Multi-Armed Bandit) problem [19],
a classical reinforcement learning problem where a SU should strike a balance
between exploring the environment to find profitable channels and exploiting the
best one as often as possible. Gittins developed an index policy in [3] that consists
of selecting the arm with the highest index termed as Gittins index. This policy
is shown to be optimal in the most general case. Lai and Robbins [1] and then
Agrawal [4] studied the MAB problem by proposing policies based on the upper
confidence bounds with logarithmic regret. Agrawal [2] proposed a block and frame
based policy that achieves logarithmic regret for the MAB problem with switching
cost, a variant of the original MAB problem. A detailed survey on the single player
MAB problem with switching cost can be found in [11].

Despite of the similarity to the MAB problem, the spectrum access problem in
cognitive radio networks has several specificities that make it especially challeng-
ing to tackle. One major specialty lies in the fact of multiple SUs that can cause
collisions if they simultaneously access the same channel. Some recent works have
investigated this issue, among which Anandkumar et al. proposed two algorithms
with logarithmic regret, where the number of SUs is known [38] or unknown and
estimated by each SU [39], Liu and Zhao developed a time-division fare share
(TDFS) algorithm with convergence and logarithmic regret [32]. In our work, we
have investigated the channel access problem by taking into account the channel
switching cost due to the change from one frequency band to another. In this ap-
proach, the number of primary channels is supposed to be greater than the number
of SUs and two SUs accessing at the same time the same channel are in collision.
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6.2.3.3 Imitation

We have then considered another model, where the number of SUs is large with
respect to the number of channels. Time is divided in blocks at the boundary
of which SUs decide to change or keep unchanged their strategy (i.e. channel).
If several SUs access the same channel during a block, they share the channel
according to some MAC protocol. In order to study such a problem, we relied on
mechanisms based on imitation (simple and double) and population games.

Due to the success of applying evolutionary [10] and population game theories
[60] in the study of biological and economic problems [60], a handful of recent
studies have applied these tools to study resource allocation problems arisen from
wired and wireless networks (see e.g. [30, 51]), among which Shakkottai et al. ad-
dressed the problem of non-cooperative multi-homing of users to WLANs access
points by modeling it as a population game [20]. Authors however focus on the
system dynamics rather than on the distributed algorithms as we do in our work.
Niyato et al. studied the dynamics of network selection in a heterogeneous wireless
network using the theory of evolutionary game [35]. The proposed algorithm lead-
ing to the replicator dynamics is however based on a centralized controller able
to broadcast to all users the average payoff. Our algorithms are on the contrary
fully distributed. Coucheney et al. studied the user-network association problem
in wireless networks with multi-technology and proposed an algorithm based on
trial and error mechanisms to achieve the fair and efficient solution [30].

Several theoretical works focus on imitation dynamics. Ackermann et al. inves-
tigated the concurrent imitation dynamics in the context of finite population sym-
metric congestion games by focusing on the convergence properties [28]. Berenbrik
et al. applied the Proportional Imitation Rule to load-balance system resources by
focusing on the convergence speed [48]. Ganesh et al. applied the Imitate If Better
rule1 (see [29] for a review on imitation rules) in order to load-balance the service
rate of parallel server systems [42]. Contrary to our work, it is assumed in [48] and
[42] that a user is able to observe the load of any another resource before taking its
decision to switch to this resource.

As it is supposed to model human behavior, imitation is mostly studied in eco-
nomics. In the context of CRN (Cognitive Radio Networks), specific protocol or
hardware constraints may however arise so that imitation dynamics are modified,
as we show it in our papers. Two very recent works in the context of CRN are
[59] and [52], which have the same goals as ours. In [59], authors propose a dis-
tributed learning algorithm for spectrum access. User decisions are based on their
accumulated experience and they are using a mixed strategy. In [52], imitation is
also used for distributed spectrum access. However, the proposed scheme relies
on the existence of a common control channel for the sampling procedure. Double
imitation is moreover not considered.

1 Imitate If Better (IIB) is a rule consisting in picking a player and migrating to its strategy if the latter
has yielded a higher payoff than the achieved one. IIB is called Random Local Search in [42].



52 Dynamic Spectrum Access

6.3 Contributions

The work presented in this section has been done in the context of the Ph.D. the-
sis of Hany Kamal (co-directed with Ph. Godlewski) within the SYSTEMATIC
URC collaborative project, in the context of the Ph.D. thesis of Stefano Iellamo
(co-directed with Ph. Godlewski and L. Chen from University of Paris XI/Orsay),
or in collaboration with Orange Labs (Jean-Marc Kelif). Our contributions are in
the design of radio resource allocation algorithms either of cellular operators (dy-
namic spectrum allocation, joint radio resource management) or for cognitive radio
networks (based on auctions, MAB techniques or imitation).

• In a series of papers [31, 33, 34, 45], we have proposed DSA algorithms for
operators sharing in a dynamic way a common access band, i.e., a pool of
radio resources. Our first approach is based on SMDP (Semi-Markov Deci-
sion Process). We take into account the spectrum price, and maximizing the
operator revenue is our main concern. We then propose a heuristic algorithm
and a Q-learning based scheme that overcome the limitations of the optimal
policies that necessitate a full knowledge of the model to be effective. In or-
der to show how we can take advantage of the spatial heterogeneity of the
traffic, we proposed a distributed Tabu Search based DSA algorithm to be
run on clusters of cells [43, 44, 55].

• In [21], we have proposed joint radio resource management algorithms for an
operator having deployed two co-localized RAT (Radio Access Technology).
In this work, we address this issue by focusing on small cells (typically femto
to micro) where two RATs are co-localized, i.e., there is a common access
point and geographical cells are overlapping. We concentrate on algorithms
fully controlled by the network that take into account not only the current
load of each RAT but also the spatial distribution of the MSs in the cell.
Numerical applications show that the optimal policy is not an obvious one
and can clearly outperform an a priori common sense algorithm.

• In [40, 50], we have proposed auction mechanisms for the primary/secondary
usage of the spectrum paradigm. While existing algorithms mainly focus
on single-PU scenarios, we extend the approach to multiple PUs. As a dis-
tinctive feature of the proposed auction framework, the SU strategy (bid) is
two-dimensional and non-continuous, leading to a competition scenario with
more complex interactions among players and requiring an original study of
the resulting equilibrium. We also investigated the spectrum auction with
free spectrum bands and developed a distributed adaptive algorithm based
on no-regret learning to converge to a correlated equilibrium of the auction
game. To the best of our knowledge, our work is the first to adapt the auc-
tion framework to address the spectrum sharing problem in heterogeneous
environments with both licensed and free bands.

• In a series of papers [49, 53, 54, 56], we have proposed distributed learning
mechanisms when several SUs want to access a set of PU channels with un-
known availabilities (multi-user MAB type of problems). For the case, where
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the number of SUs is small with respect to the number of channels, we in-
vestigated the channel switching cost problem due to the change from one
frequency band to another [49]. Such channel switching cost is non-negligible
in terms of delay (a radio reconfiguration may be needed), packet loss and
protocol overhead (since SU transmitter and SU receiver have to coordinate).
In such context, it is crucial to design channel access policies reluctant to
switch channels unless necessary. This problem has not been systematically
addressed in the literature. Through mathematical analysis, we show that the
proposed policy achieves logarithmic regret in spite of the channel switch-
ing cost. Extensive simulation studies show that the proposed policy outper-
forms the solutions in the literature.

• We then considered the case, where the number of SUs is large with respect
to the number of channels and SUs accessing the same channel share the
bandwidth according to some distributed MAC protocol. It is already known
that if a SU can imitate any other SU strategy, the resulting evolution of the
system is described by a replicator dynamics [54]. In our analysis, we develop
imitation-based spectrum access policies, where a SU can only imitate the
other SUs operating on the same channel (due to hardware constraints) [53,
56]. More specifically, we propose two spectrum access policies based on
the following two imitation rules: the Proportional Imitation (PI) rule where
a SU can sample one other SU; the more advanced adjusted proportional
imitation rule with double sampling (Double Imitation, DI) where a SU can
sample two other SUs. Under both imitation rules, each SU strives to improve
its individual payoff by imitating other SUs with higher payoff. A systematic
theoretical analysis is presented for both policies on the induced imitation
dynamics and the convergence properties of the proposed policies to the NE
(Nash Equilibrium). We have recently extended this work to a new protocol
that does not require any information exchange between SUs [57]. With this
approach, cognitive radios choose their strategy based only on their past
experienced payoffs and strategies. We show that our protocol is guaranteed
to converge to an equilibrium state within a bounded delay.

6.4 Conclusion

Dynamic spectrum management is a hot research topic. Our contributions in this
domain are twofold: first, we considered an inter-operator spectrum sharing sce-
nario, where operators dynamically access to a pool of resources according to their
needs; second, we have studied the paradigm of primary and secondary usage of
the spectrum in cognitive radio networks. The algorithms proposed in the former
case could be practically implemented if the regulation allows spectrum sharing.
The cognitive radio scenario is a more prospective approach, where devices are
independent, sense and learn from their environment, and share radio resources
in a distributed way using learning algorithms. Assumed models are still very sim-
ple and there is still work to be done to fill the gap between theory and realistic
implementations.
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7
7.1 Introduction

Spontaneous networks are characterized by a possible short-lived deployment, the
use of unlicensed frequencies, the lack of infrastructure, their distributed mode
of operation, their ability to self-organize (autonomous nodes), or their ease of
deployment. Contrary to cellular networks, they are usually not operated. The en-
gineering and the performance evaluation of such networks is thus very specific.
Protocols should take into account sometimes the absence of a central controller.
Among spontaneous networks, we can cite ad hoc networks, which are a set of mo-
bile nodes able to communicate on a peer-to-peer basis, possibly over multiple
hops, without the need of an infrastructure (used in military or emergency situa-
tions). Mesh networks have similar properties but are rather intended for bakhaul-
ing purposes, so that nodes are not supposed to move. A WLAN (Wireless Access
Network) shares with cellular networks its organization in cells around an access
point. It is however deployed mostly in unlicensed bands, often in a chaotic man-
ner without any central planning, and IEEE 802.11, its underlying MAC protocol,
is distributed. Sensor networks are supposed to collect informations in a distributed
way and to convey them to a central base. They are characterized by low capabili-
ties, especially in terms of battery and processing. Most of my contributions in this
domain have been done during my PhD thesis. Only recently, during my sabbati-
cal stay at Indian Institute of Science (Bangalore, India), I have worked with Prof.
Anurag Kumar and his students, Abhishek Sinha, Arpan Chattopadhyay and K. P.
Naveen on sensor networks. In this chapter, I focus on this field.

7.2 Related Work1

We focus in this section on the notion of impromptu deployment for sensor networks.
Wireless networks, such as cellular networks or multihop ad hoc networks,

would normally be deployed via a planning and design process. There are sit-
uations, however, that require the impromptu (or "as-you-go”) deployment of a
multihop wireless packet network. Such an impromptu approach would be re-
quired to deploy a wireless sensor network for situational awareness in emergency
situations such as those faced by firemen or commandos (see [1, 27]). For example,
as they attack a fire in a building, firemen might wish to place temperature sensors
on fire-doors to monitor the spread of fire, and ensure a route for their own retreat.
With the above larger motivation in mind, we are concerned with the rigorous
formulation and solution of a problem of impromptu deployment of a multi-hop
wireless network along a random lattice path, see figure 7.1. The objective is to cre-
ate a multihop wireless path for packet communication from the end of the path
to its beginning.

1 This section is taken from [31].
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Figure 7.1: A wireless network being deployed as a person steps along a random lattice
path. Inverted V: location of the deployment person; path drawn with a solid
line: path already covered; circles: deployed relays; path drawn with a thick
dashed line: a possible evolution of the remaining path. The source to be placed
at the end is also shown as the black rectangle.

"As-you-go” deployment of wireless relay networks has, in the past, been moti-
vated by “first responder” networks, a concept that has been around at least since
2001. In [1], Howard et al. provide heuristic algorithms for the problem of incre-
mental deployment of sensors (such as surveillance cameras) with the objective of
covering the deployment area. Their problem is related to that of self-deployment
of autonomous robot teams. Creation of a communication network that is optimal
in some sense is not an objective in [1]. In a somewhat similar vein, the work of
Loukas et al. [24] is concerned with the dynamic positioning of robots that, in an
emergency situation, can serve as wireless relays between the infrastructure and
human-carried wireless devices.

The problem of impromptu deployment of static wireless networks has been con-
sidered in [20, 22, 23, 25, 26]. In [22], Naudts et al. provide a methodology in which,
after a node is deployed, the next node to be deployed is turned on and begins to
measure the signal strength to the last deployed node. When the signal strength
drops below a predetermined level, the next node is deployed and so on. Souryal
et al. provide a similar approach in [23, 26], where an extensive study of indoor RF
link quality variation is provided, and a system is developed and demonstrated.
The work reported in [25] is yet another example of the same approach for relay
deployment. More recently, Liu et al. [28] describe a "breadcrumbs” system for
aiding firefighters inside buildings, and is similar to our work in terms of the class
of problems it addresses. In a survey article [27], Fischer et al. describe various
localization technologies for assisting emergency responders, thus further motivat-
ing the class of problems we consider. Bao and Lee [20] consider the problem of
multiple persons, each carrying some relays, exploring an unknown region, and
collaboratively placing relays to stay connected to a command center. The objec-
tive is to maximize the area they can explore while staying connected, using these
relays. They propose a heuristic algorithm based on measurements between the
deployed relays and between the mobile individuals.
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In the literature referred to above, heuristic algorithms are proposed for relay
placement. In an earlier work of Prof. A. Kumar’s team (Mondal et al. [30]), authors
took the first steps towards rigorously formulating and addressing the problem of
impromptu optimal deployment of a multi-hop wireless network along a line at
the end of which a source has to be placed. The source (e.g., a sensor) placement
location is discovered only as the network is deployed. A probabilistic model is
used for the unknown location of the source along the line. Once placed, the sen-
sor sends periodic measurement packets to a control centre near the start of the
line. It is assumed that the measurement rate at the sensor is low, so that (with a
very high probability) a packet is delivered to the control centre before the next
packet is generated at the sensor. This, so called, "lone packet model” is realistic
for situations in which the sensor makes a measurement every few seconds, or
where the main purpose of the sensor network is to detect sporadic events, and
communicate the detection to the sink.

The objective of the sequential decision problem is to minimize a certain ex-
pected per packet cost (e.g., end-to-end delay or total energy expended by a node),
which can be expressed as the sum of the costs over each hop, subject to a con-
straint on the number of relays used for the operation. It has been proved in [30]
that an optimal placement policy solving the above mentioned problem is a thresh-
old rule, i.e., there is a threshold r∗ such that, after placing a relay, if the operative
has walked r∗ steps without the path ending, then a relay must be placed at r∗.

7.3 Contributions

With Prof. Anurag Kumar and his students, we have done the following contribu-
tions to impromptu sensor network deployments:

• We have formulated the problem as a total cost MDP (Markov Decision Pro-
cess), and characterized the optimal policies in terms of placement sets [31].
We showed that these optimal policies are threshold policies and thus the
placement sets are characterized by boundaries in the two-dimensional lat-
tice. Beyond these boundaries, it is optimal to place a relay. Noticing that
placement instants are renewal points in the random process, we recognized
and proved the OSLA (One Step Look Ahead) characterization of the place-
ment sets. Based on the OSLA characterization, we proposed an iterative al-
gorithm, which converges to the optimal placement set in a finite number of
steps. We have observed that this algorithm converges much faster than value
iteration. We provided several numerical results that illustrate the theoreti-
cal development. The relay placement approach proposed in [22, 23, 25, 26]
would suggest a distance threshold based placement rule. We numerically
obtained the optimal rule in this class, and found that the cost of this policy
is numerically indistinguishable from that of the overall optimal policy pro-
vided by our theoretical development. This suggests that it might suffice to
utilize a distance threshold policy. However, the distance threshold should
be carefully designed taking into account the system parameters and the op-
timality objective.
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• This work has been extended to measurement based policies, where the de-
ployment person takes decision based on its measurements of the radio chan-
nel [32]. The lone packet model assumption is difficult to relax. Finding the
optimal placement of relay nodes on a line between a source and a destina-
tion and assuming information theoretic achievable rates is already an heavy
task tackled in [29].

I have other contributions in the field of spontaneous networks. The works pre-
sented herafter have been mostly done during my PhD thesis under the supervi-
sion of Christian Bonnet (Institut Eurecom) and Vinod Kumar (Alcatel-Lucent Bell
Labs). Several papers and patents have been written with Bruno Baynat (UMPC),
Marie-Line Alberi-Morel, Luc Brignol, Jérôme Brouet, Véronique Capdevielle, Mi-
chel Cohen, Lionel Fiat, Thierry Lestable, Hervé Maillard and Denis Rouffet (all
from Alcatel-Lucent Bell Labs at that time).

• The main contribution of my PhD thesis is the design of a distributed MAC
protocol for mobile ad hoc networks called CROMA (Collision-free Receiver
Oriented Medium Access) [2, 4, 5, 16]. CROMA is a hybrid protocol that em-
ploys random access techniques at the initiation of a packet call and ensures
collision-free transmission during the whole packet call. It is thus charac-
terized by short access delays (like other random access schemes) and high
bandwidth utilization at high load (like collision-free protocols). As inter-
ference and collisions should ideally be detected at the receiver, CROMA is
receiver oriented, i.e., the receiver nodes controls the transmission during the
collision-free phase. The proposal has been analytically studied in a complete
graph network using Markov chain theory and in multi-hop and mobile sce-
narios through simulations. It clearly outperforms IEEE 802.11 in the same
conditions.

• Several internal Alcatel-Lucent Bell Labs projects were aiming at evaluating
WiFi performance in various contexts. In [6], we have proposed solutions
to the near far effect in multi-rate WLANs. In [7], we have evaluated the
performance of a multi-hop network based on WiFi and deployed for indoor
coverage. In [10], we have proposed an Internet access architecture for rural
areas based on satellite communication and WiFi. In [15], we have evaluated
the voice over IP capacity of a WLAN cell in terms of number of simultaneous
calls. The approach is based on a subjective perception of the voice quality
called the E model.

• We have proposed several patents [3, 8, 9, 14, 18, 17, 19, 21] in the field of
spontaneous networks.

• We have studied additional mechanisms for capacity enhancements in spon-
taneous networks [11]. We have proposed a scheduling policy for delay toler-
ant networks in [2]. We have proposed a closed-form formula for the capacity
of the channel aware slotted Aloha protocol over Rayleigh and Nakagami-m
channels [12]. In [13], we analyzed the throughput of a multi-hop network,
where nodes use slotted Aloha and are able to receive simultaneously several
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packets in a slot. We have provided a closed-form formula for the through-
put assuming a matched filter or a minimum mean-square error (MMSE)
multi-user detector (MUD) receiver. Capacity results show the great advan-
tage of multi-packet reception and highlight the near-far resistance of the
MUD scheme.

7.4 Conclusion

We have focused in this chapter on a recent contribution in the domain of sensor
networks. The network issue raised by Prof. A. Kumar and his students is very
original and very practical. Only very few papers had considered the impromptu
deployment of nodes although the problem arises in various contexts. Existing
literature has only focused so far on practical approaches without looking for op-
timal solutions. Here again, the gap to be filled between theory and practice is
large and there are several directions to be investigated like the joint deployment
of sensors by several persons trying to coordinate their actions.
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8
8.1 Introduction

My research is motivated by several important trends in the field of mobile net-
works. In my opinion, the three main trends are the following:

• Users want to use their favorite applications (voice, file downloading, video
streaming, social networking, etc) on their various terminals (smartphones,
tablets) in a seamless way whatever the technology, whatever their location.
This implies for radio engineers and researchers to design high data rates net-
works (maybe towards one or several Gbits/s per cell) able to support exist-
ing and coming applications. The seamless experience should be supported
by efficient mobility procedures and a careful interference management, so
that the quality of experience (or service) is not too variable.

• One of the main obstacles towards high data rate networks is the saturation
and fragmentation of the available frequency spectrum. An important chal-
lenge for operators and regulators in the coming years will be to make a
better usage of this scarce resource. This can be achieved by implementing
new radio resource management mechanisms and/or new regulatory rules.
The notions of dynamic spectrum access and cognitive radio and their related
algorithms will still be very active research fields in the future.

• Because of the foreseen low extinction of fossil energy sources and their nega-
tive impact on environment, there is a clear need for sobriety and alternative
power resources. Sobriety actions can be divided in two parts: on the one
hand, information technologies are huge consumers of energy; every techno-
logical choice should thus be though in the light of energy saving. On the
other hand, these technologies can help other domains (like transportation,
health, electrical grid, smart cities, etc) to save energy. Defining new perfor-
mance metrics, new models, new radio resource management schemes for
saving energy are important challenges for researchers. The use of alternative
power sources like wind or sun in telecom equipments open new research
areas, especially in the joint management of energy and radio resources.

8.2 Towards Very High Data Rates

Todays cellular networks (LTE) can reach the peak rate of 300 Mbits/s on the
downlink, in a 20 MHz band, in the best radio conditions, i.e., near the base station.
We should however keep in mind that this data rate can drop to 1 Mbits/s at
cell edge, that the average cell throughput is rather around 50 Mbits/s [16] and
that the overall capacity has to be shared among users. On the other hand, there
were already 3.2 bn unique mobile subscribers in the world in 2012, almost 4 bn
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are expected in 2017 (LTE will account for one on five connections) [23]. There is
an explosion of mobile data volumes: the growth has been higher in 2012 than
in all preceding years (around 900 Petabytes per month) [23]. The phenomenon
of growing traffic and limited network capacity, known as the capacity crunch of
wireless networks, is driven by new demanding applications and terminals, and
by an increasing number of devices connected to the Internet through cellular
networks (the so called Internet of things). In order to answer this growing demand,
rates in the order of 1 Gbits/s and then 10 Gbits/s are probably expected in the
next ten to twenty years (although optimistic, 2020 is commonly invoked deadline
for the definition of the fifth generation 5G).

How to achieve these data rates, how to ensure a seamless quality of experi-
ence? I personally see four important means: (1) identifying new frequencies and
larger spectrum bands; (2) incorporating new physical layers techniques into cel-
lular network standards; (3) densifying the network, i.e., increasing the number of
base stations per square meter; and (4) managing in a more efficient way radio
resources and interference.

Identifying new frequencies and larger spectrum bands is mainly a task for reg-
ulators and electronic component designers, but their choices will influence the
network design. Recent field trials have demonstrated the transmission of 1 Gbit-
s/s over a distance of 2 Km in the millimeter wave band at a frequency of 28 GHz
using a 64 element antenna array transmitter [24]. Note that as the frequency
band increases, the antenna size decreases so that base stations with tens of an-
tennas become realistic (massive MIMO). The millimeter wave band (between 30

and 300 GHz) has also a huge potential in terms of available spectrum. It has how-
ever some drawbacks. For example, designing electronics components able to work
at these frequencies is a challenge. More important for the network designer, the
propagation suffers from very large losses compared to 4G bands (e.g. 2.6 GHz),
that can only be compensated by highly directional antennas. Even if regulators
can identify large spectrum bands for mobile communications, it is likely that
these bands will be fragmented. LTE-A standards have already introduced the car-
rier agregation feature to take into account this drawback. Its impact on the network
performance has to be assessed.

Recent advances at the physical layer are mainly related to multiple antenna tech-
niques (MIMO) and their variants (MU-MIMO, network MIMO, massive MIMO,
beamforming, vertical sectorization, coordinated multipoint). They allow an in-
crease of the throughputs and/or of the signal robustness without using new fre-
quency or power resources [25]. Cooperative relaying is also a paradigm in infor-
mation theory, where a source and one or more relays cooperatively and simulta-
neously transmit to a destination with the result of a capacity increase [2]. Some
of these techniques (e.g. variants of MIMO) are now well known for point-to-point
transmissions. Their performance need however sometimes to be assessed at the
network level (considering e.g. multi-cellular interference, traffic considerations,
imperfect information). Some others (e.g. interference alignment [3]) still make un-
realistic assumptions to be deployed on a real network. My research objective in
this field is to model (when possible) these kinds of techniques at the network
level in order to extract the macroscopic essence of these features, and then to as-
sess their performance in a cellular system. This requires expertise mainly in the
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involved technologies (to be able to model and to understand the related technical
issues), in stochastic modeling (for example for the evaluation of the radio qual-
ity), traffic modeling (for capacity evaluations) and sometimes in combinatorial
optimization (as we have seen for the relay placement problem).

Network densification is a well known technique to increase capacity and user
throughputs in cellular networks. It consists in increasing the number of base sta-
tions per square meter so as to increase the reuse of radio resources. It has also the
side effect of reducing the transmit power of both antennas and mobile terminals
[7]. It is however an expensive solution and the deployment of small cells, femto
cells, or relays may be preferred to macro base stations. These new network ele-
ments impose their own constraints. To give some short examples, the operator
has to manage the interference between small cells and the umbrella macro cell;
femto cells are potentially deployed in a chaotic manner without a strict control
of the operator; in-band relays performance is closely related to the backhaul link
capacity. Again, how to assess the performance of these network entities within a
traditional macro-cellular network will be part of my research in the coming years.

We see from the previous discussion that future networks are characterized by
a high heterogeneity, in terms of frequency bands, of network elements, of user
terminals or types of applications (including e.g. machine to machine or device
to device communications). In a context of limited radio resources, it is needed to
manage this heterogeneity in a efficient way with the goal of offering a seamless
experience to the mobile user. There is now a trend to design distributed and adap-
tive radio resource management schemes, where network elements take their own
decisions without the help of a central controller (networks are self-organized). This
approach is pushed by the development of game theory in the network community
and aims at making exchanges of information between entities as small as possi-
ble and algorithms scalable. However, centralized solutions have also their advan-
tages, e.g. for mutualizing radio resources. In RoF (Radio over Fiber) systems (also
known as cloud radio access network) for example, base band units are co-located in
a central controller and shared by different cells fed by an optical fiber. Proposing
radio resource management schemes (centralized or decentralized) able to account
for the heterogeneity of the network will be a major axis of my future research.
For this, I intend to develop my expertise on the one hand in the field of Markov
Decision Processes for centralized approaches, on the other hand in game theory
and decentralized learning approaches.

8.3 A Better Spectrum Usage

On the one hand, the idea that the frequency spectrum is today both congested
and inefficiently used is commonplace among regulators, operators and many sci-
entists: although some frequency bands are saturated in the busy hours, in some
cities, others remain underutilized [1]. On the other hand, software radio has seen
important advances in the past few years: terminals and equipments are already
able to communicate on a very large spectrum and will be soon able to reconfigure
very rapidly their transceiver parameters or protocols. The conjunction of these
two phenomena, i.e., a saturated but underutilized spectrum and the advances of
software radio, makes possible and desirable the birth of a cognitive radio. This cog-
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nitive radio is able to adapt to its environment, to self-reconfigure, and to access
to frequencies left free of any transmission, in an opportunistic way. A cognitive
radio is thus able to communicate over the holes of the spectrum.

One of the paradigms of the cognitive radio consists in the opportunistic access
of secondary users to the frequency channels sometimes left free by a licensed
primary user. In this domain, the literature has mainly focused on the distributed
allocation of radio resources among cognitive radios on the one hand (they indeed
cannot rely on central controller), and on the sensing techniques allowing to detect
a primary user activity (see e.g. [4] for a combined approach). My research project
is to improve the results already obtained by the research community in the former
domain. The proposed models are indeed relatively simple and neglect some basic
constraints related to wireless networks.

Among the main constraints not taken into account today, I can cite the imper-
fect medium access control protocol. Many papers (with some notable exceptions
like [17]) assume a perfect MAC allowing transmitters and receivers to perfectly
use the available bandwidth when it is free. Switching from one channel to an-
other as it is usually assumed without incurring any cost in terms of signaling,
delay or packet error rate is unrealistic. We have started to investigate this point
in [12] but a lot need still to be done. The usual network topology is a complete
graph, where all cognitive radios are within the same transmission range. A more
realistic scenario would consider hidden terminals and the possibility to reuse ra-
dio resources if the distance between receivers is sufficiently large. A promising
tool for studying such topologies is a recent paper on congestion games on graphs
[22]. Due to the varying nature of the wireless channel, users payoff can be subject
to random perturbations. Is it still possible to converge to a desirable equilibrium
in this context assuming various learning algorithms? There are some answers in
[20] for the exponential learning, we have also done some simulations in [19] for
the proportional imitation rule, but the question is still open for other learning
algorithms. The number of cognitive radios is usually supposed to be fixed in the
literature, while in a real system, users can arrive in the system at random instants,
and leave it when their transmission has ended. So introducing traffic aspects in
the resource allocation schemes is an interesting challenge. At last, cognitive radios
could have different quality of service requirements and this aspect is also usually
ignored.

Improving existing distributed resource allocation schemes and proposing new
ones adapted to more realistic models will be one my research goals in the near
future. The natural frameworks for these studies are game theory, distributed learn-
ing and traffic theory.

8.4 Green communications

Everyone has in mind that ICT (Information and Communication Technologies)
represents only 2% of the greenhouse gas emissions, however with an important
growth rate (about 20% per year) [18]. By 2020, the mobile industry should repre-
sent 50% of the ICT emissions. About 70% of the mobile industry energy consump-
tion is from the network operation. Base stations are by far the most consuming
network equipments [6]. On the other hand, ICT is sometimes presented as a poten-
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tial driver for greenhouse gas emission reductions (the GeSI, an industry funded
initiative, expects a 16.5% abatement thanks to ICT by 2020 [18]) in various sectors
like the power (smart grids), transportation, buildings, manufacturing sectors, etc.
At the same time, there are health, societal, economic and political debates on the
need to reduce the human exposure to radiations. Research has two major paths
for reducing the energy consumption that are summarized in the two keywords:
"green IT" and "IT for green". In the next few years, I will focus on the first aspect.

If we go in more details in the field of green cellular networks, we can highlight
three important means to reduce the energy consumption and/or the transmit
power [9, 10, 21]: (1) improve the efficiency of electrical components, (2) improve
the efficiency of transmission schemes and signal processing algorithms, (3) pro-
pose radio resource management schemes that take into account the energetic fac-
tor in their decisions.

Although the first two means are not in my research domain, there is a need for
models at these levels in order to evaluate the impact of technological choices on
network planning. The consumption model of every component in different sleep
or switch off modes of the base station has for example a decisive impact for radio
planning and can determine if it is worth switching off a base station or not. It
is relatively easy to find energy consumption models [5] but it is not clear what
is the global footprint of a base station (depending on the technology and taking
into account its life duration), if it is better to deploy a lot of small stations or few
large base stations, if there is a cost of switching from a sleep mode to another, etc.
Another example is related to renewable energy. Alternative energy sources, e.g.
from solar or wind origin, are indeed characterized by a high variability and an
uncertainty of their availability. There is thus a need to analyze the behavior of a
battery loaded by a renewable energy using a probabilistic approach and to jointly
manage energy and radio resources. There are already some works in this direc-
tion in the field of so called energy harvesting sensors [13] that could be extended
to cellular networks. A complete new base station architecture could also be in-
vestigated thanks to the notion of radio over fiber (see e.g. [15]). In this approach,
signal processing units of several cells are co-located in a central controller. The ra-
dio signal is then transferred over wavelengths to distributed antennas. This kind
of architecture almost eliminates the cable losses of a classical base station and
save energy by sharing signal processing resources. Concerning the transmission
schemes, it is shown in [10] that MIMO systems can improve the energy efficiency
in terms of bits/Joule. It is also clear that beamforming techniques that focus the
energy in the direction of the receiver can be used to reduce the transmit power
without decreasing the quality of service. Whereas todays physical layer advances
are used by operators to boost their throughputs and capacities, they should be
evaluated in the light of their energy efficiency at the network level.

The third means to save energy is the radio resource management and the net-
work planning. Network dimensioning is usually based on the worst case assump-
tion, for example at the busy hour. Activating the network components in a dy-
namic way as a function of the needs is a general approach in this domain. A first
idea consists in switching off or putting in sleep mode a certain proportion of base
stations. Switching off transmitters has a direct impact on the energy consumption
but also on the quality of service. The papers that propose this approach usually
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rely on the effect of cell breathing or cell zooming to ensure a continuous coverage
of the cellular service (see e.g. [8]). In dense urban areas, the cell range is indeed
limited by the capacity constraint (and not by the radio propagation constraint as
it is the case in rural environments). When the traffic is low, it is thus possible to
switch off a portion of the transmitters and to extend the cell range of active base
stations. In the best case, this can be done without increasing the transmit power.
Although the basic idea of this approach is known, there is still work to be done
to obtain realistic algorithms. For example, the cost of the transitions from sleep to
active modes is not known, or is there an impact on the base station life duration?
New models should thus be developed. Scalable solutions are also needed in order
to decide which stations should be switched off or put in sleep mode and when.
Distributed algorithms may be preferred here. At last, there are protocol issues, for
example to handover existing communications when a station goes idle.

Densifying the network, i.e., deploying a lot of small cells (pico-cells, femto-cells,
relays, etc forming with macro-cells a heterogeneous network) is another classical
radio resource management approach (see e.g. [14]). As we have shown in [11], this
allows to decrease the transmit power per station and even the power consumed
per unit area (W/m2). The radio quality is indeed measured thanks to the SINR,
which is close to the Signal to Interference Ratio (S/I) in a dense network. In such a
situation, decreasing the transmit power of all stations, decreases the useful signal
power S but also the interference power I. As a consequence, transmit power can
be decreased with a small impact of the radio quality... until the point where the
thermal noise has again a decisive impact. Although densifying the network may
appear as an attractive path, the global ecological footprint of such a solution is
unknown because more cells mean more components, more operational costs, etc.

At last, cognitive radio algorithms that aim at better utilizing the radio spectrum
can be seen as an enabling technology for green cellular networks [9]. A gain in
spectrum efficiency or in interference management can indeed be often converted
into a decrease of the transmit power. The possibility for a terminal to analyze its
environment can lead to a better radio access technology selection based on energy
efficiency criteria.

Although my existing contributions in green cellular networks are still small,
I intend to increase my activities significantly in this field in the near future. I
have indeed a good expertise in the performance evaluation of cellular networks,
a good knowledge in the involved trade-offs between energy consumption on the
one hand and coverage and capacity of cellular networks on the other hand. This
expertise represents a solid foundation to explore this relatively new area of re-
search.

8.5 Conclusion

As a conclusion, I summarize the different axis I want to investigate in the coming
years. Towards very high data rates: I intend to model and assess the performance
of physical layer advances at the network level; evaluate the performance of het-
erogeneous networks; propose radio resource management algorithms for high
data rates cellular networks. A better spectrum usage: I want to improve the mod-
els assumed for the paradigm involving a primary and a secondary usage of the
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spectrum, propose new distributed algorithms and evaluate their performance in
terms of convergence speed and achieved equilibrium. Green communications: I
intend to evaluate the performance of physical layer and components advances at
the network level in terms of energy efficiency, propose realistic cell planning algo-
rithms, use cognitive radio as an enabling technology for green communications
and propose algorithms to jointly manage renewable energy and radio resource.

As we have seen, these research axes require various competencies that go be-
yond my initial expertise in cellular networks and network dimensioning. I have
developed several collaborations in light of these expertise needs. For example, the
theory of Markov Decision Processes is a central tool in my collaborations with
the Indian Institute of Science (Bangalore). Distributed learning and game theory
are the subject of my collaborations with University of Paris XI (via a PhD co-
direction), the University of Versailles Saint-Quentin and INRIA Grenoble (via the
ANR project NETLEARN). I use combinatorial optimization techniques with the
Novosibirsk State University (PhD student exchange), University of Paris VI (Mas-
ter student co-direction) or the TSI department of Telecom ParisTech (Marc Sigelle).
Concerning traffic theory, I had in the past collaborations with UPMC/LIP6 (Bruno
Baynat) that deserve to be reactivated. My research in the field of green cellular
networks is driven by a collaboration with Orange Labs and a SYSTEMATIC com-
petitivity cluster project.
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Résumé

Ce mémoire d’habilitation présente l’ensemble de mes travaux et recherches dans le do-
maine de l’ingénierie des réseaux sans fil ainsi que mes projets de recherche pour les années
à venir. Le premier chapitre est un cours sur le dimensionnement des réseaux cellulaires
qui introduit les principaux modèles utilisés pour l’évaluation de performances. Un accent
particulier est mis sur la probabilité de dépassement du rapport signal à interférence plus
bruit (SINR), qui apparaît comme un élément central tant pour l’estimation de la couver-
ture que pour les études de trafic. Les trois chapitres suivants résument l’ensemble de mes
contributions dans le domaine de l’évaluation des performances des réseaux cellulaires. Les
réseaux à accès multiple par répartition en code (CDMA), dont font partie les réseaux de troi-
sième génération, se caractérisent par un certain nombre de fonctionnalités absentes des ré-
seaux précédents, notamment le contrôle de puissance rapide, l’interférence intra-cellulaire
ou un taux de réutilisation fréquenciel 1. Notre apport a consisté principalement à caractéri-
ser l’interférence et à fournir des formules approximatives mais simples du SINR permettant
d’analyser ce type de réseaux. L’accès multiple par répartition en fréquences orthogonales
(OFDMA) domine la quatrième génération. Nous avons étendu nos recherches à ces réseaux
et montré notamment les avantages et inconvénients d’une réutilisation fractionnelle des
fréquences. Nous avons également proposé une méthodologie de dimensionnement de ces
réseaux allant des aspects radio aux aspects trafic. Nous avons proposé une méthode de pla-
cement optimal des relais dans un réseau cellulaire. Enfin, nous avons analysé les perfor-
mances de différents schémas de transmission et de réception multi-antennes dans un en-
vironnement cellulaire et montré comment les interférences co-canal dégradaient sensible-
ment les gains apportés par ces techniques. Le chapitre suivant est dédié à la radio cognitive
et à l’accès dynamique au spectre. Ce dernier étant réputé mal utilisé (certaines portions sont
engorgées alors que d’autres sont sous-utilisées), une littérature scientifique s’est développée
pour proposer des algorithmes de gestion des ressources plus efficaces. Nous avons proposé
des algorithmes d’allocation dans le cadre d’un partage de spectre dynamique entre opé-
rateurs ou entre technologies. Nous avons également proposé plusieurs algorithmes distri-
bués (ou en partie) permettant à des radios dites cognitives d’accéder au spectre de manière
opportuniste. L’avant dernier chapitre rassemble l’ensemble de mes contributions dans le
domaine des réseaux spontanés, c’est-à-dire les réseaux ad hoc, maillés, de capteurs et les
réseaux locaux sans fil. Mes travaux se sont concentrés en grande partie sur l’évaluation de
performances et sur la conception de mécanismes d’accès distribués. Une récente étude se
concentre sur le déploiement optimal à la volée de nœuds relais ou de capteurs. Ce mémoire
se termine par mon projet de recherche pour les prochaines années. On peut distinguer trois
grands axes : « vers de très hauts débits », axe qui inclut l’évaluation des performances des
réseaux cellulaires du futur, « une meilleure utilisation spectrale », qui approfondit mes re-
cherches dans le domaine de la radio cognitive et « communications vertes », axe qui se donne
comme objectif de réduire la consommation d’énergie et les puissances d’émission dans les
réseaux sans fil. Les compétences dont j’aurai besoin ainsi que les collaborations que j’en-
tends développer ou approfondir pour atteindre ces objectifs sont détaillés en fin de mé-
moire.



Abstract

This thesis presents my work and contributions in the field of the radio engineering of
wireless networks as well as my research project for the next few years. The first chapter is a
short lecture on the dimensioning of cellular networks that introduces the main models used
for performance evaluation. A special focus lies on the outage probability of the Signal to
Interference plus Noise Ratio (SINR), which appears as a central parameter for coverage and
capacity studies. The three next chapters are a summary of my contributions in the domain
of the performance evaluation of cellular networks. Code Division Multiple Access (CDMA)
is the basis of third generation networks. Such networks are in particular characterized by a
fast power control, intra-cell interference and a frequency reuse 1, features that were not part
of previous networks. Our contribution consists in providing simple formulas for the average
SINR or for the SINR distribution that can easily be used to analyze this kind of networks.
OFDMA is the dominant access scheme in fourth generation networks. We have extended
our researches to these networks by showing in particular the advantages and drawbacks of
fractional frequency reuse. We have also proposed a complete dimensioning methodology
for OFDMA networks going from radio to traffic aspects. We have proposed a optimization
approach for the placement of relays in a cellular network. At last, we have analyzed sev-
eral Multiple Inputs Multiple Outputs (MIMO) schemes in a cellular context and shown how
co-channel interference degrades significantly the gain brought by these techniques. The
next chapter is dedicated to cognitive radio and dynamic spectrum access. Spectrum is in-
deed supposed to be inefficiently used: some portions are congested while others are under-
utilized. There is thus a new scientific literature that aims to propose new radio resource
management schemes. We have proposed several allocation algorithms in the context of a
dynamic spectrum sharing between operators or radio access technologies. We have also
studied cognitive radios, that are devices able to sense and analyze their environment and to
adapt to it in a distributed and dynamic way. We have proposed for such radios distributed
algorithms for an opportunistic access to the spectrum. A chapter focuses on spontaneous
networks, i.e., ad hoc, mesh, sensor and local area networks. We have performed several
performance evaluation studies and designed distributed medium access schemes. A very
recent study is on optimal on-the-fly (or impromptu) deployment of relays or sensor net-
works in a unknown environment. The thesis ends with my research projects for the next
few years. They are organized into three main axes: "towards very high data rates", which
includes the performance evaluation of future cellular networks, "a better spectrum usage",
which is related to cognitive radio, and "green communications, which aims at reducing the
energy consumption and the transmit powers in wireless networks. The competencies and
collaborations I intend to develop or strengthen to achieve these objectives are detailed at
the end of the thesis.



Performance Evaluation 67 (2010) 318–337

Contents lists available at ScienceDirect

Performance Evaluation

journal homepage: www.elsevier.com/locate/peva

Analytical performance evaluation of various frequency reuse and
scheduling schemes in cellular OFDMA networks
Masood Maqbool a,�, Philippe Godlewski a, Marceau Coupechouxa, Jean-Marc Kélif b
a TELECOM ParisTech & CNRS LTCI, 46 rue Barrault, 75013 Paris, France
b France Telecom R&D, Issy-les-Moulineaux, France

a r t i c l e i n f o

Article history:
Received 1 December 2008
Received in revised form 10 May 2009
Accepted 1 August 2009
Available online 5 August 2009

Keywords:
OFDMA
Fluid model
SINR
Frequency reuse
IFR
FFR
TLPC
Scheduling
Equal data rate scheduling
Equal bandwidth scheduling
Opportunist

a b s t r a c t

In this paper, we present an analytical solution to carry out performance analysis of various
frequency reuse schemes in an OFDMA based cellular network. We study the performance
in downlink in terms of signal to interference (SIR) ratio and total cell data rate. The latter
is analyzed while keeping in view three different scheduling schemes: equal data rate,
equal bandwidth and opportunist. Analytical models are proposed for integer frequency
reuse (IFR), fractional frequency reuse (FFR) and two level power control (TLPC) schemes.
These models are based on a fluid model that was originally being proposed for CDMA
networks. The modeling key of this approach is to consider the discrete base station
entities as a continuum. To validate our approach, Monte Carlo simulations are carried
out. Validation study shows that results obtained through our analytical method are in
conformity with those obtained through simulations. A comparison between the above-
mentioned frequency reuse schemes and scheduling policies is also presented. We also
propose an optimal tuning of involved parameters (inner cell radius and power ratios).

© 2009 Elsevier B.V. All rights reserved.

1. Introduction

Orthogonal frequency division multiple access (OFDMA) is a promising multiple access technique being proposed for
next generation mobile networks. The underlying technology for OFDMA based systems is orthogonal frequency division
multiplexing (OFDM). With OFDM, available spectrum is split into a number of parallel orthogonal narrowband subcarriers.
These subcarriers can be independently assigned to different users in a cell. Resources of an OFDMA system occupy place
both in time (OFDM symbols) and frequency (subcarriers) domains thus introducing both the time and frequency multiple
access [1].

Co-channel interference (CCI) limits the spectral efficiency of an integer frequency reuse 1 (IFR1) cellular network (cf.
Section 3 for an introduction on IFR). The CCI becomes more critical for the users present in the border area of a cell. To
combat this problem, in an OFDMA based system, fractional frequency reuse (FFR) has been proposed in [2]. In FFR, cell is
divided into inner (close to base station) and outer (border area) regions. Available bandwidth is divided among inner and
outer regions in such a way that former employs reuse 1 while the latter applies frequency reuse 3. Hence, users located in
border area of the cell mitigate CCI owing to frequency reuse 3. By properly adjusting the sizes of inner and outer regions,
spectral efficiency can be improved.
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Fig. 1. Hexagonal network and main parameters of the study.

Authors of [3] studied the performance of FFR for 3GPP/3GPP2 OFDMA systems and term it soft frequency reuse. Authors
have used system level simulations (SLS) in their analysis. In [4,5], author has studied the FFR in a IEEE 802.16 based system.
Author has proposed an interference coordination system, which focuses on the scheduling of users. Proposed algorithm is
implemented in SLS to present results. Two new algorithms, fractional time reuse (FTR) and fractional time and frequency
reuse (FTFR), are proposed in [6] to cater for reduced capacity in the border area of cell because of FFR. In [7], authors have
studied the capacity of aWiMAX system in the presence of FFR. In [8] also, performance of a FFR system is analyzed through
simulations.

In contrast to the existing work, in this paper we present approximate analytical models for IFR, FFR and TLPC schemes
of an OFDMA based cellular network. We derive expressions to calculate SIR at a given distance from base station (BS) and
compute spectral efficiency using Shannon’s classical formula.We also determine total cell data ratewhile considering three
different scheduling schemes: equal data rate, equal bandwidth and opportunist.

This paper extends the framework, based on a fluid model, proposed in [9,10]. The model provides a simple closed-form
formula for the other-cell interference factor f in downlink of CDMA networks as a function of distance to BS, path-loss
exponent, distance between two BS and network size. The modeling key of this approach is to consider the discrete BS
entities of a cellular network as a continuum.

Rest of the paper is organized as follows: Section 2 introduces notations used throughout the paper and recalls the main
result of the fluid model. Section 3 focuses on IFR and derives SIR and spectral efficiency expressions for both reuse 1 and
reuse K . The case of FFR is studied in Section 4. A two level power control scheme is considered in Section 5. In Section 6,
three frequency reuse schemes (IFR, FFR and TLPC) are compared in terms of SINR and total cell data rate. Finally, Section 7
discusses the conclusion of this analysis.

2. Fluid model and notations

In this section, we explain the application of fluid model to an OFDMA system. We focus on downlink and consider a
single subcarrier. BS have omni-directional antennas, such that one BS covers a single cell. If a user u is attached to a station
b (or serving BS), we write b = ⌅(u).

The propagation path-gain gb,u designates the inverse of the path-loss pl between station b and user u, gb,u = 1/plb,u. In
the rest of this paper, we assume that gb,u = Ar��

b,u , where A is a constant, rb,u is the distance between BS b and user u and �
(>2) is the path-loss exponent.

Before presenting the expression of fluid model, we establish the following terms:
• PTx is the transmitted power per subcarrier.We assume that the output power per subcarrier is constant. Only in Section 5,

we consider two possible values of output power per subcarrier: Pi for the inner region of the cell and Po for the outer
region. In this paper, we do not consider dynamic power allocation per subcarrier since in current OFDMA systems
(WiMAX, Long Term Evolution), output power per subcarrier is constant;

• Sb,u = PTxgb,u is the useful power received by user u from station b;
• W is the total system bandwidth andWu is the bandwidth dedicated to user u;
• R, Rc and Rnw are respectively the cell radius, half distance between neighboring base stations and network range (see

Fig. 1);
• Re is the radius of a circular region whose area is equal to that of the hexagon with length of each side equal to R. Based

on definitions of Re, R and Rc , it can be deduced that Re = aRc = a
⇥
3
2 R, where a =

�
2
⇥
3

⇥
.

• ⇤u, ⇤BS and Nu are respectively the user density, BS density and number of users per cell;
• Du is the data rate allocated to a user and DT is the total cell data rate;
• NBS represents the total number of base stations in the network.
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Fig. 2. SINR versus distance to the BS; comparison of the fluid model with simulations on a hexagonal network with ⇤ = 2.7, 3, 3.5, and 4 (reuse 1).

The total amount of power received by a user u in a cellular system can always be split up into three parts: useful signal
(Sb,u), interference and noise (Nth). It is common to split the system power into two parts: Iu = Iint,u + Iext,u, where Iint,u is the
internal (or own-cell) received power and Iext,u is the external (or other-cell) interference. We consider that useful signal Sb,u
is included in Iint,u. It should be noted that this useful signal power has to be distinguished from the commonly considered
own-cell interference. In a CDMA network, the lack of orthogonality induces own-cell interference. In a OFDMA network,
there is a perfect orthogonality between users and thus Iint,u = Sb,u.

With the above notations, the signal to interference plus noise ratio (SINR) is given by:

⇥u = PTxgb,u⇤
j⇤=b

PTxgj,u + Nth
, (1)

where gj,u is the path-gain between BS j and user u.
Ref. [9] has defined the interference factor for user u as the ratio of total power received from other BS to the total power

received from the serving BS ⌃(u): fu = Iext,u/Iint,u. The quantities fu, Iext,u, and Iint,u are location dependent and can thus be
defined for any location x as long as the serving BS is known. In an OFDMA network, Iext,u is the total interference, and thus
fu is the inverse of the signal to interference ratio (SIR) per subcarrier. Throughout this paper, we shall neglect noise in our
analytical calculations. This is a common assumption for macro-cells in dense urban areas. In this case, the SINR, ⇥u can be
approximated by the SIR:

⇥u ⇥ Sb,u
Iext,u

= 1/fu.

As a consequence, it is clear that the approach developed in [9] can be adapted to OFDMA networks, till the time the
orthogonality factor � considered in CDMA networks is zero (details on fluid model are given in Appendix. In this case, SIR
per subcarrier is simply the inverse of the interference factor considered in [9].

⇥u = r�⇤
u (⇤ � 2)

2⌅⇧BS(2Rc � ru)2�⇤
. (2)

Note that the shadowing effect is neglected in this paper. An extension of the fluid model has been proposed in [11] to
take into account the shadowing factor. The results presented in this paper can thus be extended accordingly.

Wenowcompare the results obtainedwith Eq. (2)with those obtained numerically throughMonte Carlo simulations. The
simulator assumes a homogeneous hexagonal network made of several rings around a central cell. Fig. 1 shows an example
of such a network with the main parameters involved in this study.

Fig. 2 shows the simulated SINR (using Monte Carlo simulations) as a function of the distance from the base station.
Following are the simulation parameters: R = 1 km, ⇤ between 2.7 and 4, ⇧BS = (3

⌅
3R2/2)�1, the number of rings around

central BS is 15, and the number of snapshots is 3000. To include the effect of path-loss, Ercegmodel [12] is used: gb,u = Ar�⇤
b,u ,

such that A =
�

4⌅d0f
cd⇤/2

0

⇥2

, d0 = 100 m, f = 2.5 GHz and c is the speed of light. Thermal noise density has been taken as

�174 dB m/Hz and a subcarrier spacing of 11 kHz is considered [13]. Eq. (2) is also plotted for comparison.
In all cases, the fluid model matches very well the simulation results in a hexagonal network for various values of path-

loss exponent. Only in a short area around the BS, the fluid model is a little bit pessimistic, but this is not a region of prime
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Fig. 3. Integer Frequency Reuse (IFR) case (reuse 1). Shaded triangular region shows the basic integration area.

interest for operators. It is to be noted that thermal noisewas not considered in the fluidmodel while simulator does include
its effect. However, the results of the two (fluid model and simulator) still match. It indicates that value of interference
is much more pronounced as compared to that of thermal noise. Hence, neglecting thermal noise in the fluid model is a
reasonable assumption.

For the rest of the paper, all the above parameters are used for simulations. However, instead of different values of ⇥, a
fixed value of 3 is used in the rest of the simulations, except mentioned otherwise. The closed-form formula (2) will allow us
to quickly compute performance parameters of an OFDMA network and in particular to compare different frequency reuse
schemes with different scheduling algorithms.

3. Integer frequency reuse (IFR)

In this section, we consider the application of fluid model to IFR scheme. In integer frequency reuse, all subcarriers
allocated to a cell can be used anywhere in the cell without any specification of user’s location. However, reutilization of
subcarriers in network cells may be one or greater. An example of IFR with frequency reuse 1 is shown in Fig. 3, where W
represents the available network bandwidth. For frequency reuse 1, cell bandwidth equals network bandwidth.

Two cases, frequency reuse 1 and K, have been considered in this paper. We first derive SINR and spectral efficiency
expressions as functions of the distance from the BS using the fluid model. Next we take into account the three scheduling
schemes (equal data rate, equal bandwidth and opportunist) and derive the total cell data rate expression for each of them.
Results of analytical expressions are also compared with those of Monte Carlo simulations.

3.1. IFR with reuse 1

Consider Eq. (2) that gives expression for SINR of a subcarrier for a user at distance ru. A user at distance r from BS has
a specific value of SINR and spectral efficiency. Hence, in rest of the paper, subscript u is omitted for r , SINR and spectral
efficiency. With ⌅BS = 1/(2

⇥
3R2

c ) and introducing the normalized distance x such that x = r/Rc , the expression for SINR
can be rewritten as:

�IFR1(x) =
⇥
3

⇤
(⇥ � 2)(2 � x)�2(2/x � 1)⇥. (3)

For comparison between simulation and fluid model, Fig. 2 can be consulted in which all curves for fluid model have been
drawn using Eq. (3).

By using Shannon’s formula, spectral efficiency (in bps/Hz) as a function of variable x is given as:
CIFR1(x) = log2[1 + �IFR1(x)], (4)

where �IFR1(x) is furnished by Eq. (3).
In the following sections, we use this expression of spectral efficiency to calculate total cell data rate for the three

scheduling schemes.

3.1.1. Equal data rate
While considering equal data rate, users are assigned the bandwidth in a way that resultant data rate for every user, Du,

is the same. As SINR and spectral efficiency depend on r , higher the distance of a user from BS, lower is the available spectral
efficiency and thus higher is the bandwidth (or number of subcarriers) allocated to it. LetWu(r) be the bandwidth allocated
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Table 1
Total cell data rate (DT ,IFR1) versus � (IFR reuse 1, bandwidth = 10 MHz, equal data rate).

� DT ,IFR1 (Mbps) Difference (%)
Fluid model Simulation

2.5 6.62 7.43 10.9
2.6 7.83 8.26 5.21
2.7 9.01 9.08 0.77
2.8 10.16 9.89 2.73
3 12.4 11.6 6.9
3.2 14.5 13.2 9.85
3.3 15.5 13.9 11.51

by the scheduler to a user at distance r from the BS. User data rate, Du, can now be written for any r as:

Du = Wu(r)C(r), (5)

under the constraint that total cell bandwidthW cannot be exceeded. Total bandwidth used in a cell is thus given as:

W = 12
⇤ ⇤/6

0

⇤ Rc/ cos ⇥

0
Wu(r)⌅u r dr d⇥ . (6)

Integration is done over the shaded triangular region in Fig. 3 and multiplied by twelve to obtain the result over the entire
hexagonal cell.

If Nu is the number of users in a cell, user density is ⌅u = Nu/(2
⇥
3R2

c ). Using Eqs. (6) and (5), value of ⌅u and variable
transformation r to x, user data rate is given as:

Du =
⇥
3W/6

Nu
⇥ ⇤/6
0

⇥ 1/ cos ⇥

0
x

CIFR1(x)
dx d⇥

,

where CIFR1(x) is given by Eq. (4).
Since all users receive same data rate and there are Nu users in the cell, total cell data rate is DT ,IFR1 = NuDu and can be

written using previous result as:

DT ,IFR1 =
⇥
3W/6

⇥ ⇤/6
0

⇥ 1/ cos ⇥

0
x

CIFR1(x)
dx d⇥

. (7)

A worth noting observation regarding Eq. (7) is that the total cell data rate neither depends upon the number of users in the
cell nor upon the value of Rc .

The change of variables ⇥ = z and x = y
cos z , whose Jacobian is

��� ⇧(⇥ ,x)
⇧(z,y)

��� =
�� 1
cos z

��, provides the equivalent equation:

DT ,IFR1 =
⇥
3W/6

⇥ ⇤/6
0

⇥ 1
0

y/ cos z
cos zCIFR1(y/ cos z) dy dz

.

To compare the above results with those of simulations, parameters of Section 2 are used. We set the available network
bandwidth toW = 10 MHz and the number of users per cell to Nu = 30 in simulations. In Table 1, total cell data rate DT ,IFR1
with both the fluid model (Eq. (7)) and simulations, for various values of �, are given. The best agreement is for � = 2.7,
while the difference remains below 10% for � between 2.6 and 3.2. The user data rate (Du) can be easily obtained by dividing
the total cell data rate (i.e., DT ,IFR1 in this case) by number of users (Nu) in the cell. To avoid the complexity of calculating
double integral, it is also possible to integrateWu(r) over a disk, whose area equals the hexagon area. Such a disk has a radius

Re = aRc , where a =
⇥

2
⇥
3

⇤
. Using this approach, total cell data rate can be approximated as:

DT ,IFR1 �
⇥
3W/⇤⇥ a

0
x

C(x) dx
. (8)

For value of � = 3 and W = 10 MHz, data rates obtained with Eqs. (7) and (8) are found to be 12.4 Mbps and 12.6 Mbps
respectively with a difference of only 1.6%.

3.1.2. Equal bandwidth
Equal bandwidth means that all users are assigned the same bandwidth whatever the spectral efficiency is available to

them. Since users close to BS benefit from higher spectral efficiency, they will attain a higher data rate as compared to users
at cell edge. Let Wu denote the bandwidth allocated to each user such that W = NuWu. Data rate of a user at a distance r is



M. Maqbool et al. / Performance Evaluation 67 (2010) 318–337 323

Table 2
Total cell data rate (DT ,IFR1) versus ⇥ (IFR reuse 1, bandwidth = 10 MHz, equal bandwidth).

⇥ DT ,IFR1 (Mbps) Difference (%)
Fluid model Simulation

2.5 12.2 13 5.92
2.6 14.2 14.3 0.76
2.7 16.1 15.8 1.86
2.8 18 17.3 4.28
3 21.6 20.1 7.3
3.2 25.1 22.7 10.33
3.3 26.8 24.5 9.43

then given as:
Du(r) = WuC(r), (9)

total data rate can then be obtained by integrating the user data rates over cell surface:

DT ,IFR1 = 12
⇧ ⌅/6

0

⇧ Rc/ cos ⇤

0
Du(r)⇧u r dr d⇤ , (10)

using Eq. (9), user density ⇧u = Nu/(2
⇤
3R2

c ), user bandwidthWu = Nu/W and transformation of variable r to x, we get:

DT ,IFR1 = 6W⇤
3

⇧ ⌅/6

0

⇧ 1/ cos ⇤

0
xCIFR1(x) dx d⇤ . (11)

The simulation and fluid model results are compared in Table 2.

3.1.3. Opportunist
In opportunist scheduling, user experiencing the greatest SINR is assigned all the resources and the rest of the users

receive no resources at all. In light of assumptions considered in this paper, user closest to the BS will have the maximum
SINR value. To calculate the total cell data rate for opportunist scheduling, we require PDF (probability density function) of
the distance, X , of the user nearest to the BS. For Nu users in the cell, the CDF (cumulative distribution function) of X is given
by:

FX (r) = p[X ⇥ r] = 1 � p[X > r] = 1 � (1 � ⌅r2/2
⇤
3R2

c )
Nu ,

and its PDF can be obtained by differentiating the CDF:

pX,IFR(r) = ⌅Nur⇤
3R2

c

⇤

1 � ⌅r2

2
⇤
3R2

c

⌅Nu�1

,

with change of variable r to x, the PDF for IFR over small distance dx can be rewritten as:

pX,IFR(x)dx = ⌅Nux⇤
3

�
1 � ⌅x2

2
⇤
3

⇥Nu�1

dx, (12)

taking into account the circular disk of radius Re = aRc with a =
⇤

2
⇤
3

⌅
(refer Section 2) the average cellular spectral

efficiency for opportunist scheduling can be calculated using the following equation:

C̄IFR1 =
⇧ a

0
CIFR1(x)pX,IFR(x) dx.

Finally total cell data rate is written as:
DT ,IFR1 = WC̄IFR1.

To verify this approach, simulations are carried out with Nu = 30. The results of simulation and model are given in Table 3
with maximum difference equal to 5.9%.

3.2. IFR with reuse K

For IFR with reuse higher than one, analytical study is very similar to the previous one. The difference lies in the fact
that only co-channel BS are considered in interference calculation and thus the half distance between base stations and BS
density have to be modified. As a consequence, previous analysis results are still valid provided that Rc is replaced by

⇤
KRc

and BS density is divided by K , i.e., ⇧BS is replaced by ⇧BS/K . Hence, using Eq. (2) and this new half distance between BS,
SINR is given as:

� (r) = r�⇥(⇥ � 2)
2⌅ · ⇧BS

K (2
⇤
KRc � r)2�⇥

. (13)
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Table 3
Total cell data rate (DT ,IFR1) versus ⇥ (IFR reuse 1, bandwidth = 10 MHz, opportunist).

⇥ DT ,IFR1 (Mbps) Difference (%)
Fluid model Simulation

2.5 56.6 56.9 0.48
2.6 62.8 61.6 1.95
2.7 68.5 66.5 3
2.8 74 71.5 3.6
3 84.5 80.3 5.2
3.2 94.4 89.2 5.9
3.3 99.3 93.8 5.8
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Fig. 4. SINR versus distance to BS for IFR with reuse 3.

Using the same distance normalization as before (leading to the transformation of variable r to x) and after few
manipulations, SINR can be written as:

�IFRK (x) = K
⇤
3

⇤
(⇥ � 2)(2

⇤
K � x)�2(2

⇤
K/x � 1)⇥. (14)

Hence, spectral efficiency (in bps/Hz) for IFR reuse K can be given as:
CIFRK (x) = log2[1 + �IFRK (x)]. (15)

To validate the above approach, reuse 3 is considered as an example. Plot of SINR versus distance to BS for reuse 3 case, for
both fluid model and simulation, is shown in Fig. 4. As expected SINR is higher than for reuse 1. However, bandwidth per
cell equals one third the network bandwidth. Again, both analysis and simulation provide similar results. The fluid model is
thus accurate not only for reuse 1 networks but also for higher reuse factors provided the parameters are adjusted.

As far as total cell data rate for three scheduling schemes is concerned, method used for IFR reuse 1 is still valid provided
that CIFR1(x) is replaced by CIFR3 (Eq. (15)) and cell bandwidth is divided by 3, in all calculations. Values of total cell data rate
for fluid model and simulations are shown in Tables 4–6. In all cases, the difference between simulation and fluid model
remains below 10% for ⇥ between 2.6 and 3.5.

4. Fractional frequency reuse (FFR)

An example of FFR scenario is depicted in Fig. 5. As can be seen in the figure, cell space is divided into two regions, inner
and outer. Inner region is a circular disk with radius R0 ⇥ Rc and the rest of the hexagon forms the outer region. Bandwidth
is allocated to inner and outer in such a way that former incorporates frequency reuse 1 while the latter applies frequency
reuse 3. As can be seen in Fig. 5, the network bandwidth W is equal to W0 + W1 + W2 + W3. It is also considered that
W1 = W2 = W3.

SINR versus distance with R0 = 0.7Rc for fluid model and simulation is given in Fig. 6. As expected FFR scheme improves
radio quality at cell edge. Moreover, the results follow the previous positive trend, i.e., fluid model and simulations are in
conformity.

Now we derive the expressions for total cell data rate assuming equal data rate, equal bandwidth and opportunist
scheduling schemes. We also estimate the optimized inner region radius.
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Table 4
Total cell data rate (DT ,IFR3) versus � (IFR reuse 3, BW = 10/3 MHz, equal data rate).

� DT ,IFR3 (Mbps) Difference (%)
Fluid model Simulation

2.5 6.4 7.2 11.11
2.6 7.55 7.95 5.03
2.7 8.66 8.73 0.8
2.8 9.74 9.55 1.99
3 11.8 11.2 5.36
3.1 12.8 12.0 6.67
3.2 13.8 12.8 7.81
3.5 16.7 15.2 9.87

Table 5
Total cell data rate (DT ,IFR3) versus � (IFR reuse 3, bandwidth = 10/3 MHz, equal bandwidth).

� DT ,IFR3 (Mbps) Difference (%)
Fluid model Simulation

2.5 8.38 9.04 7.38
2.6 9.63 9.91 2.81
2.7 10.8 10.76 0.71
2.8 12. 11.7 3.04
3 14.2 13.4 5.9
3.1 15.3 14.4 6.55
3.2 16.4 15.2 7.46
3.5 19.4 17.8 8.8

Table 6
Total cell data rate (DT ,IFR3) versus � (IFR reuse 3, bandwidth = 10/3 MHz, opportunist).

� DT ,IFR3 (Mbps) Difference (%)
Fluid model Simulation

2.5 25.4 26 2.2
2.6 27.8 28.0 0.7
2.7 30 29.6 1.3
2.8 32.2 31.5 2
3 36.2 34.7 4.3
3.1 38.2 36.6 4.4
3.2 40.1 38.2 5.1
3.5 45.7 43.4 5.4

A Cluster of
three cells
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W0+W1+W2+W3

Fig. 5. Fractional Frequency Reuse (FFR) case. BandwidthW0 is deployed with reuse 1 in the inner regions, whileW1,W2 andW3 are deployed with reuse
3 in outer regions.

4.1. Equal data rate

To carry out total cell data rate, we first consider the inner circular region. Since for this region, frequency reuse is 1,
the expression of SINR is given by Eq. (2) or equivalently by Eq. (3). Once again, it is considered that users are uniformly
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Fig. 6. SINR versus distance to BS for FFR with R0 = 0.7Rc .

distributed in the cell space with ⇤u = Nu/2
⇥
3R2

c . Since it is a circular region, the bandwidth of inner region is given as:

W0 =
� R0

0
Wu(r)⇤u 2⇥r dr. (16)

After replacing ⇤u by its value, transformation of variable r to x and using Eq. (5), we get

W0 = ⇥⇥
3
DuNu

� R0/Rc

0

x
CIFR1(x)

dx,

where CIFR1(x) is given by Eq. (4). Let I0 be the integral in the previous expression, so thatW0 = ⇥/
⇥
3I0DuNu.

Let us now consider the outer area, which applies reuse 3. SINR for reuse 3 is given by Eq. (13) or equivalently by Eq. (14).
In order to calculate the total bandwidth used in the outer region, double integral used in Eq. (6) is applied. With change of
limits and replacingWu(r) by W1,u(r) we get:

W1 = 12
� ⇥/6

0

� Rc/ cos �

R0
W1,u(r)⇤u r dr d� ,

where W1,u(r), assuming equal data rate scheduling, is given as: W1,u(r) = DuCIFR3(r). After replacing ⇤u by its value and
transformation of variable r to x, we get

W1 = 6⇥
3
DuNu

� ⇥/6

0

� 1/ cos �

R0/Rc

x
CIFR3(x)

dx d� . (17)

Let I1 be the double integral in the previous expression, so thatW1 = 6⇥
3
I1DuNu.

Considering the fact that total network bandwidth is W with W = W0 + W1 + W2 + W3 and W1 = W2 = W3 we can
write: W = W0 + 3 � W1. Finally using Eqs. (16) and (17) and keeping in view that DT = DuNu, we get expression of the
total cell data rate DT ,FFR for FFR case:

DT ,FFR =
⇥
3W

⇥ I0 + 18I1
. (18)

Total cell data rate calculation shows that fluid model and simulation differ by 5.6% with values of 13.2 Mbps and
12.5 Mbps respectively for 10 MHz of network bandwidth. Fig. 7 shows the total cell data rate as a function of the inner
cell radius R0. Both fluid model and simulations provide an optimum value of approximately 757 m.

4.2. Equal bandwidth

To calculate cell data rate in this case, we adopt the same approach as was used in Section 3.1.2 while considering
NuWu = W0 + W1. By integrating the user data rate over inner circular region (using frequency reuse 1), total data rate
of inner region is given as:

DT ,Inner = ⇥(W0 + W1)⇥
3

� R0/Rc

0
xCIFR1(x) dx. (19)
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Fig. 7. DT ,FFR (total cell data rate) versus radius of inner region with equal data rate scheduling for FFR scheme. Maximum value occurs at R0 = 757 m
approx.
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Fig. 8. DT ,FFR (total cell data rate) versus radius of inner region with equal bandwidth scheduling for FFR scheme. Maximum value occurs at R0 = Rc .

Similarly, assuming frequency reuse 3 for the outer region, total data rate of outer region is:

DT ,Outer = 6(W0 + W1)⇥
3

� ⇥/6

0

� 1/ cos �

R0/Rc
xCIFR3(x) dx d� , (20)

and total cell data rate is the sum of inner and outer region data rates:
DT ,FFR = DT ,Inner + DT ,Outer . (21)

Since this scheduling scheme assigns equal resources to all users (whether located in inner or outer region), the ratio ofW0
toW1 should be proportional to number of users in two regions. But aswe have assumed that users are uniformly distributed
in cell space, this ratio should be equal to ratio of inner region area to outer region area:

W1

W0
= 2

⇥
3R2

c

⇥R0
� 1, (22)

and sinceW0 + 3W1 = W , it can be shown that:

W1 = 2
⇥
3R2

c � ⇥R2
0

6
⇥
3R2

c � 2⇥R2
0

W . (23)

It can be made out from Eq. (23) that for every value of R0, there is a specific value ofW1 and henceW0. For different values
of R0, total cell data rate has been plotted in Fig. 8. It can be seen that maximum value of total cell data rate is for R0 = Rc .
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Tables 2 and 5 have shown that IFR1 provides higher data rates than IFR3. In FFR, increasing R0 and thus the bandwidth
W0 used with reuse 1, makes FFR closer to IFR1. On the contrary, decreasing R0 makes FFR closer to IFR3. As a consequence,
total cell data rate is maximum for the highest value of R0.

4.3. Opportunist

For opportunist scheduling in FFR case, we assume that two users are simultaneously scheduled in a cell such that one
user having the greatest SINR among inner region users and other one having the highest SINR among outer region users. If
there is no user in any of the regions, bandwidth of that region goes unallocated. Following themethodology of Section 3.1.3,
for the inner region, PDF of the user’s (nearest to the BS) distance, knowing there are Nu,i users located in the inner region
is given as:

pX,inner|Nu,i (r) = 2rNu,i

R2
0

�
1 � r2

R2
0

⇥Nu,i�1

,

or with substitution of r by x, the same PDF over small distance dx can be written as:

pX,inner|Nu,i (x) dx = 2xNu,i

(R0/Rc)2

�
1 � x2

(R0/Rc)2

⇥Nu,i�1

dx.

Hence, the average spectral efficiency of inner region, given that there are Nu,i located inside it, can be expressed by the
following integral:

C̄FFR,inner|Nu,i =
⌃ R0/Rc

0
CIFR1(x)pX,inner|Nu,i(x) dx.

Similarly for the outer region, PDF of the user’s (nearest to the BS) distance, knowing there are Nu,i users located in the inner
region is given as:

pX,outer|Nu,i (r) = 2�(Nu � Nu,i)r
2
⇥
3R2

c � �R2
0

⇤

1 � �r2 � �R2
0

2
⇥
3R2

c � �R2
0

⌅Nu�Nu,i�1

,

where (Nu � Nu,i) is the number of users in the outer region.
Once again with change of variable r to x, the PDF over small distance dx for outer region can be expressed as:

pX,outer|Nu,i(x) dx = 2�(Nu � Nu,i)x
2
⇥
3 � �(R0/Rc)2

�
1 � �x2 � �(R0/Rc)

2

2
⇥
3 � �(R0/Rc)2

⇥Nu�Nu,i�1

dx,

and the average spectral efficiency for the outer region such that there are Nu,i users in the inner region is given by the
following equation:

C̄FFR,outer|Nu,i =
⌃ a

R0/Rc
CIFR3(x)pX,outer|Nu,i (x) dx.

Note that in this latter equation, we approximate the hexagon by a disk of radius Re. Finally, averaging the sum of data rates
(of inner and outer regions) for all possible values of Nu,i results in total cell data rate for FFR case:

DT ,FFR =
Nu⇧

Nu,i=0

(W0C̄FFR,inner|Nu,i + W1C̄FFR,outer|Nu,i)P[Nu,i],

where P[Nu,i] is the probability that there are Nu,i out of Nu users in the inner region:

P[Nu,i] =
⇤

�R2
0

2
⇥
3R2

c

⌅Nu,i ⇤

1 � �R2
0

2
⇥
3R2

c

⌅Nu�Nu,i �
Nu

Nu,i

⇥
.

The total cell data rate (for FFR scheme) as a function of different values ofW1 and R0 is shown in Fig. 9. Maximum value of
total cell data rate can be observed for a value ofW1 = 11 kHz (i.e., one subcarrier) and R0 = 487 m for both the simulation
and fluid model. The maximum difference between simulation and analytical model results for all values of W1 and R0 is
found to be 6.7%.

5. Two level power control (TLPC)

In previous section, we discussed the concept of FFR in OFDMA andwe have shown that SINR could be improved by using
a reuse 3 pattern in cell outer regions. With FFR, it is however not possible to use full network bandwidth in a cell, which
reduces the overall cell bandwidth.

To overcome this drawback, it is possible to adopt a reuse 1 pattern while using a two level power control (TLCP)
mechanism to improve the radio quality in the outer region. The TLPC scheme is shown in Fig. 10. Total bandwidth in a
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Fig. 9. DT ,FFR (total cell data rate) versus radius of inner region and versus bandwidth allocated in the outer region with opportunist scheduling for FFR
scheme. Maximum value occurs at R0 = 487 m andW1 = 11 kHz.
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Fig. 10. Two level power control case. BandwidthW is partitioned into three equal parts, i.e.,W1 = W2 = W3.

cell (equal to network bandwidth) is divided into three equal parts: two parts allocated to inner region and one to the outer
region. The output power per subcarrier in the inner region is Pi and that in the outer region is Po. These two values of power
are related as: Po = ⇥Pi, such that ⇥ ⇥ 1. The three spectrum parts W1, W2 and W3 alternate from cell to cell in such a way
that there is a pseudo-reuse 3 scheme in outer regions. Neighboring cells contribute to interference in the outer region but
with a reduced power Pi. As a consequence, the total network bandwidth is used in every cell but interference is expected
to be reduced in outer regions.

Let us calculate SINR for inner and outer region of this two level power control network. For a user in the outer region
(using e.g. W3 in the center cell in Fig. 10), we divide the interference into two categories. One is from the cells using same
subcarriers in the outer region and we represent it by Iouter . Other is from cells using same subcarriers in the inner region
(neighboring cells) and is represented by Iinner . Then, SINR for a subcarrier in the outer region can be written as:

1
�TLPC,outer

= Iinner
PoAr�⇤

+ Iouter
PoAr�⇤

. (24)

In order to find the values of Iinner and Iouter , consider that Bouter represents the set of BS causing Iouter . For a user u in outer
region of a cell b, Iouter is given as:

Iouter = PoA
NBS�

j=1,j⇤Bouter

r�⇤
j,u . (25)

As outer regions of BS in Bouter form together a reuse 3 scheme, the second term of right-hand side of Eq. (24) is simply
1/�IFR3.
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Fig. 11. SINR versus distance to BS for TLPC scheme with R0 = 0.7Rc and ⇥ = 5.

Adding up the interference from all network cells, Iinner can be written as:

Iinner = PiA
NBS⌅

j=1,j⌅=b

r�⇤
j,u � PiA

NBS⌅

j=1,j⇤Bouter

r�⇤
j,u . (26)

Thus, considering ⇥ = Po/Pi:

Iinner
PoAr�⇤

= 1
⇥

1
�IFR1

� 1
⇥

1
�IFR3

. (27)

Combining previous results, we can rewrite Eq. (24) as:

1
�TLPC,outer

= 1
⇥

1
�IFR1

+
�
1 � 1

⇥

⇥
1

�IFR3
. (28)

Now we find out SINR expression for inner region. Consider the central cell of Fig. 10, in which W1 and W2 are allocated
to inner region andW3 is used in the outer region. A user in inner region will be allocated a subcarrier that will either belong
toW1 orW2. If we look at the bandwidth utilized in the six neighboring cells of center cell, we notice that out of six, three are
transmitting on the same subcarrierwith power Po, while the other threewith Pi. Hence, SINR for this inner region subcarrier
can be approximated while considering that neighboring cells transmit with average power (Pi + Po)/2.

�TLPC,inner(r) ⇥ PiAr
�⇤
b,u

Po+Pi
2 A

NBS⇤
j=1,j⌅=b

r�⇤
j,u

= 2
1 + ⇥

�IFR1. (29)

Using the values of SINR for outer and inner regions, spectral efficiencies for two regions are given in Eqs. (30) and (31).

CTLPC,inner = log2(1 + �TLPC,inner), (30)

CTLPC,outer = log2(1 + �TLPC,outer). (31)

To verify the above results, SINR versus distance to BS (with R0 = 0.7Rc and ⇥ = 5) is given in Fig. 11. As expected, radio
quality is improved in outer region with TLPC compared to the IFR1 case in a similar way does the FFR. Let us now compare
total cell data rates.

In order to calculate data rate for inner and outer regions for three scheduling schemes, we assume that in Fig. 10,
W1 = W2 = W3. We start with equal data rate scheduling scheme.

5.1. Equal data rate

Using the similar approach of Section 4, we can write:

W1 + W2 = 2W
3

= ⌅⇧
3
Du,innerNu

⇧ R0/Rc

0

xdx
CTLPC,inner(x)

,
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Fig. 12. Total cell data rate versus different values of � with equal data rate scheduling for TLPC scheme.

Fig. 13. R0 (radius of inner region that guarantees equal data rate among users) versus different values of � for TLPC scheme.

and

W3 = W
3

= 6�
3
Du,outerNu

⇥ ⇤/6

0

⇥ 1/ cos ⇥

R0/Rc

x
CTLPC,outer(x)

dx d⇥ .

Using the above two equations, we can write the ratio between data per user for inner and outer regions as:

Du,inner

Du,outer
= 12

⇤

� ⇤/6
0

� 1/ cos ⇥

R0/Rc
x

CTLPC,outer (x)
dx d⇥

� R0/Rc
0

x
CTLPC,inner (x)

dx
.

Now, if we assume an equal data rate scheduler, Du,inner
Du,outer

should be equal to one. For a given value of �, there exists a unique
value of R0 for which the above condition is satisfied. In Fig. 12, total cell data rate satisfying equal data rate scheme has been
plotted for various values of �. It is clear that for small values of �, total cell data rate increaseswith increasing values of �. The
total cell data rate attains its maximum value of 13.68 Mbps for � = 13.2. Beyond � = 13.2 (or 11.2 dB), the total cell data
rate starts decreasing. The corresponding values of R0 for these total cell data rates are given in Fig. 13. The figure shows that
R0 is a decreasing function of �. The value of R0 corresponding to maximum value of cell data rate is approximately 600 m.

5.2. Equal bandwidth

With equal bandwidth allocation, the bandwidth of inner and outer regions should be proportional to areas of the two
regions (cf. Section 4.2) and since for TLPC schemes bandwidth of inner and outer regions are fixed, there exists a unique
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Fig. 14. Total cell data rate versus different values of � with equal bandwidth scheduling for TLPC scheme.

value of R0 satisfying the two conditions.
W3

W1 + W2
= 2

⇥
3R2

c

⇤R2
0

� 1,

withW1 = W2 = W3 = W/3,

R0 = 2
⇧

⇤
⇥
3
Rc .

Now the total data rate of inner region is given by Eq. (32):

DT ,Inner = ⇤W⇥
3

⌅ R0/Rc

0
xCTLPC,inner(x) dx. (32)

Similarly total data rate for outer region is given as:

DT ,Outer = 6W⇥
3

⌅ ⇤/6

0

⌅ 1/ cos ⇥

R0/Rc
xCTLPC,outer(x) dx d⇥ . (33)

Total cell data rate is the sum of total data rates of two regions:
DT ,TLPC = DT ,Inner + DT ,Outer . (34)

A comparison of simulation and fluid model DT ,TLPC values, as function of � values, is shown in Fig. 14 which shows a close
proximity between the two curves.

5.3. Opportunist

The computation of cell data rate is similar to the method used in Section 4.3. However, in this case, inner bandwidth is
2W/3, outer bandwidth isW/3 and average spectral efficiency for TLPC is used:

DT ,TLPC =
Nu⇤

Nu,i=0

�
2W
3

C̄TLPC,inner|Nu,i +
W
3
C̄TLPC,outer|Nu,i

⇥
P[Nu,i].

The results of simulation and fluid model are compared in Fig. 15. Total cell data rates are plotted as functions of R0 and �.
Themaximum cell data rate is found to be for R0 = 270m and � = 1 for both the simulation and fluidmodel. Themaximum
difference between the values of total cell data rates with simulation and fluid model is 7.23%.

6. Comparison of reuse schemes and scheduling policies

In previous sections, we have established through validation that analytical approach based on the fluid model can be
used for IFR, FFR and TLPC schemeswhile considering three different scheduling types: equal data rate, equal bandwidth and
opportunist. In this section, we present a comparison between these three reuse schemes and the three scheduling policies
by applying fluid model.

If we look at Fig. 16, it can be deduced that IFR with reuse 3 shows the best performance in terms of SINR values. IFR
reuse 1 is much lower than IFR reuse 3 in terms of radio quality. FFR exactly follows IFR reuse 1 curve until R0 and IFR reuse
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Fig. 15. DT ,TLPC (total cell data rate) versus radius of inner region and � with opportunist scheduling for TLPC scheme.Maximumvalue occurs at R0 = 270m
and � = 1.
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Fig. 16. SINR versus distance to BS for three reuse schemes.

Table 7
Total cell data rate (DT ) comparison of three reuse schemes and three scheduling policies.

Frequency reuse scheme DT (Mbps)
Equal data rate Equal bandwidth Opportunist (Nu = 30)

FFR 13.61 (R0 = 757 m) 19.5 (R0 = Rc ) 84.28 (W1 = 11 kHz, R0 = 487 m)
TLPC 13.68 (� = 13.2, R0 = 600 m) 21.6 (� = 1, R0 = 742 m) 69.02 (� = 1, R0 = 270 m)
IFR, Reuse 1 12.4 21.6 84.5
IFR, Reuse 3 11.8 14.2 36.2

3 onwards. Compared to IFR reuse 1, TLPC improves SINR in outer region at the expense of a degraded radio quality in inner
region.

We now compare total cell data rates for all frequency reuse schemes in the presence of three scheduling algorithms.
Total cell data rates in FFR may depend upon value of R0 and W1. The same applies to TLPC w.r.t. parameters R0 and �. For
these two schemes, maximum possible value of total cell data rate, based on optimal values of their parameters, has been
considered in the comparison. These optimal values are presented aside with values of data rates (see Table 7).

The value of network bandwidth is 10MHz. The number of users per cellNu is considered to be thirty in all cases. Path-loss
constant ⇥ is taken as three. Results of cell data rate are listed in Table 7.

With equal data rate, IFR3 touches the lowest performance although SINR values are greater. This is due to the fact
that utilization of network bandwidth per cell is lower as compared to other schemes. TLPC has the maximum value with
� = 13.2 and has a comparable performance w.r.t. FFR (with R0 = 757 m). Hence, by applying TLPC and FFR schemes, we
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Fig. 17. Data rate versus path-loss exponent with equal data rate scheduling for three reuse schemes.
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Fig. 18. Data rate versus path-loss exponent with equal bandwidth scheduling for three reuse schemes.

can diminish the problem of reduced radio quality (SINR) for the case of IFR1 in the border region of the cell. At the same
time, bandwidth is more efficiently utilized than with IFR3. Due to its simplicity, FFR could be preferred to TLPC with equal
data rate scheduling.

An equal bandwidth scheduling aims at improving resource utilization (compared to equal data rate scheduling) while
ensuring resource allocation to every user (on the contrary to opportunist scheduling). So, for all reuse schemes, total cell
data rate is in between two other schemes.With equal bandwidth, IFR1 achieves the highest cell capacity because it benefits
from the usage of total network bandwidth in every cell. Although SINR values are higher with IFR3, this scheme allocates
only one third of the total network bandwidth to each cell, this explains again the lower achieved performance.

FFR and TLPC cannot do better than IFR1 and reach their maximum value for a set of parameters that makes them very
close to IFR1. With FFR, setting R0 = Rc makes most of the bandwidth to be used with reuse 1. A higher radio quality at cell
border is obtained at the price of a small reduction of the total cell data rate compared to IFR1. With TLPC, setting � = 1
reduces almost this scheme to IFR1.

Total cell data rate obtained with opportunist scheduling provides an upper bound (for a given number of users) on the
cell performance at the price of fairness. Except in TLPC, only the best user is served and gets the whole bandwidth. IFR1
achieves once again the highest cell data rate. FFR tends towards IFR1 with very small bandwidth being allocated to the
outer region. The choice of scheduling two users (one in the inner region, one in the outer) reduces the performance of TLPC
compared to IFR1 since part of the bandwidth is allocated to a user a bit far from the BS.

Figs. 17–19 show the total cell data rate as a function of the path-loss exponent for the three frequency reuse schemes
and the three scheduling policies. It can be noticed that the hierarchy between frequency reuse schemes observed with
⇥ = 3 still holds for ⇥ between 2.6 and 3.6. For equal data rate scheduling, the advantage of TLPC over FFR is a bit more
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Fig. 19. Data rate versus path-loss exponent with opportunist scheduling for three reuse schemes.

pronounced when � increases. However, the main result is that in all cases, the total cell data rate increases linearly as a
function of path-loss exponent.

7. Conclusions

In this paper, we have presented an analytical approach, based on the fluid model, for analyzing OFDMA based networks.
We have shown that our proposed technique is very flexible and can be used in different frequency reuse scenarios. We
have introduced expressions of SINR and cell data rate for IFR, FFR and TLPC schemes and taking into account equal data
rate, equal bandwidth and opportunist scheduling types. We have also validated our technique by comparing its results
with those obtained fromMonte Carlo simulations. Time required to obtain results with our analytical technique is however
much shorter. We have shown that our proposed technique gives a fairly good performance for � values between 2.6 and
3.5 which is a range found in most of the practical scenarios. A comparison of the above three schemes is also provided. For
each scheduling type, we have established the frequency reuse scheme which provides the maximum cell data rate.
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Appendix. Fluid model in OFDMA networks

In this section, we recall the main results of the fluid model and derive the closed-form formula for SIR per subcarrier.
The key modeling step of the fluid model is replacing a given fixed finite number of BS by an equivalent continuum of

transmitters which are spatially distributed in the network. This means that the transmitting power is now considered as a
continuum field all over the network. In this context, the network is characterized by a user density ⌅u and a base station
density ⌅BS [9]. We assume that users and BS are uniformly distributed in the network, so that ⌅u and ⌅BS are constant. We
also assume that all base stations have the same output power per subcarrier PTx.

We focus on a given cell, a generic subcarrier and consider a round shaped network around this central cell with radius
Rnw . The half distance between two base stations is Rc (see Fig. A.1 in case of reuse 1).

Let us consider a user u at a distance ru from its serving base station b. Each elementary surface zdzd⇥ at a distance z
from u contains ⌅BSzdzd⇥ base stations which contribute to Iext,u. Their contribution to the external interference is thus
⌅BSzdzd⇥PTxAz�� . We approximate the integration surface by a ring with center u, inner radius 2Rc � ru, and outer radius
Rnw � ru (see Fig. A.2).

Iext,u =
⇤ 2⇤

0

⇤ Rnw�ru

2Rc�ru
⌅BSPTxAz��zdzd⇥

= 2⇤⌅BSPTxA
� � 2

�
(2Rc � ru)2�� � (Rnw � ru)2��

⇥
. (A.1)
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Fig. A.1. Network and cell of interest in the fluid model; the distance between two BS is 2Rc and the network is made of a continuum of base stations.

Fig. A.2. Integration limits for interference computation.

So, the SINR �u ⇥ Sb,u/Iext,u = PTxAr
�⇥
u /Iext,u can be expressed by:

�u = r�⇥
u (⇥ � 2)

2⇤⌅BS
�
(2Rc � ru)2�⇥ � (Rnw � ru)2�⇥

⇥ . (A.2)

Note that �u does not depend on the BS output power. This is due to the fact that we assumed a homogeneous network and
so all base stations emit the same power on a given subcarrier. In this model, � only depends on the distance r from the BS
and can be defined for each location, so that we can write � as a function of r i.e., � (r). If the network is large, i.e., Rnw is big
as compared to Rc , �u can be further approximated by:

�u = r�⇥
u (⇥ � 2)

2⇤⌅BS(2Rc � ru)2�⇥
. (A.3)

The fluid model and the traditional hexagonal model are two simplifications of the reality. None is a priori better than the
other but the latter is widely used, especially for dimensioning purposes. That is the reasonwhy comparisons are performed
throughout this paper.

Ref. [10] has shown that the considered network size can be finite and can be chosen to characterize each specific
local network’s environment. This model thus allows us to do the analysis adapted to each zone while taking into account
considered zone’s specific parameters. Moreover, it can be noticed that the fluid model can be used even for great distances
between the base stations.

References

[1] G. Kulkarni, S. Adlakha, M. Srivastava, Subcarrier allocation and bit loading algorithms for OFDMA-based wireless networks, IEEE Transactions on
Mobile Computing (2005).

[2] Mobile WiMAX-Part II: A comparative analysis, Tech. Rep., WiMAX Forum, May 2006.
[3] G. Liu, J. Zhu, F. Jiang, B. Zhou, Y.Wang, P. Zhang, Initial performance evaluation on TD-SCDMA long term evolution system, in: Proc. of IEEE VTC Spring,

2006.
[4] M.C. Necker, Local interference coordination in cellular 802.16e networks, in: Proc. of IEEE VTC Fall, 2007.
[5] M.C. Necker, Coordinated fractional frequency reuse, in: Proc. of ACMMSWiM, 2007.
[6] C. He, F. Liu, H. Yang, C. Chen, H. Sun, W. May, J. Zhang, Co-channel interference mitigation in MIMO–OFDM system, in: Proc. of IEEE WiCom, 2007.
[7] C. Tarhini, T. Chahed, On capacity of OFDMA-based IEEE802.16 WiMAX including adaptive modulation and coding (AMC) and inter-cell interference,

in: Proc. of IEEE Workshop on LANMAN, 2007.



M. Maqbool et al. / Performance Evaluation 67 (2010) 318–337 337

[8] H. Jia, Z. Zhang, G. Yu, P. Cheng, S. Li, On the performance of IEEE 802.16 OFDMA system under different frequency reuse and subcarrier permutation
patterns, in: Proc. of IEEE ICC, 2007.

[9] J.-M. Kelif, E. Altman, Downlink fluid model of CDMA networks, in: Proc. of IEEE VTC Spring, 2005.
[10] J.-M. Kelif, M. Coupechoux, P. Godlewski, Spatial outage probability for cellular networks, in: Proc. of IEEE GLOBECOM, 2007.
[11] J.-M. Kelif, M. Coupechoux, P. Godlewski, Effect of shadowing on outage probability in fluid cellular networks, in: Proc. of WiOpt, 2008.
[12] V. Erceg, L.J. Greenstein, et al., An empirically based path loss model for wireless channels in suburban environments, IEEE Journal on Selected Areas

in Communications (1999).
[13] K. Ramadas, R. Jain, WiMAX system evaluation methodology, Tech. Rep., WiMAX Forum, Jan. 2007.
[14] T.D. Nguyen, P. Godlewski, Capacité OFDMA, Technical Report, ENST (Télécom ParisTech), 2006.

Masood Maqboolwas born in Multan, Pakistan. He received the B.E. Avionics degree from College of Aeronautical Engineering (a
campus of National University of Sciences and Technology), Risalpur, Pakistan, in 1999. From 1999 to 2005, he was with Pakistan
International Airlines, where heworked on communication and navigation systems of aircraft. In 2006, he received theM.S. degree
in wireless communication from Supélec, France and is currently working toward the Ph.D. degree at Ecole Nationale Supérieure
des Télécommunications (ENST, TELECOM ParisTech), Paris, France. His Ph.D. thesis is a joint venture of TELECOM ParisTech and
AlcatelLucent Bell Labs, France. His research interests include dimensioning of wireless networks and performance evaluation of
cellular networks.

Philippe Godlewskiwas born in Paris, France in November 29, 1949. He received the Engineer’s degree from Télécom Paris (ENST)
in 1973 and the Ph.D. in 1976 from the University Paris 6. He is professor at ENST (or presently Telecom ParisTech). His fields of
interest include Cellular Networks, Air Interface Protocols, Multiple Access Techniques, Error Correcting Codes, Communication
and Information Theory.

Marceau Coupechoux is Associate Professor at Ecole Nationale Supérieure des Télécommunications in Paris (ENST, TELECOM
ParisTech) since 2005. He obtained his master from ENST in 1999 and from the University of Stuttgart, Germany in 2000, and
his Ph.D. from Institut Eurecom, SophiaAntipolis, France, in 2004. From 2000 to 2005, he was with AlcatelLucent (Research &
Innovation and then in theNetwork Design department). In the Computer andNetwork Science department of ENST, he isworking
on cellular networks, wireless networks and ad hoc networks, focusing mainly on layer 2 protocols, scheduling and resource
management.

Jean-Marc Kélif received the ‘‘Licence’’ degree of Fundamental Physics Sciences from the Louis Pasteur University of
Strasbourg (France), and the Engineer degree in Materials and Solid State Physics Sciences from the University of Paris XIII
(VilletaneuseFrance) in 1984. After a few years in different enterprises as engineer in materials, he specialised in the field
of telecommunications. Since 1993, he has been with France Telecom R&D (Research Centre of France Telecom) in Issy les
Moulineaux, France. He obtained his Ph.D. from Ecole Nationale Supérieure des Télécommunications in Paris (ENST, TELECOM
ParisTech), France. His current research interests include the performance evaluation, modeling, dimensioning and optimization
of wireless telecommunication networks.



IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS, ACCEPTED FOR PUBLICATION 1

Optimal Relay Placement in Cellular Networks
Mattia Minelli, Maode Ma, Marceau Coupechoux, Jean-Marc Kelif, Marc Sigelle, and Philippe Godlewski

Abstract—In this paper, we address the problem of optimally
placing relay nodes in a cellular network with the aim of max-
imizing cell capacity. In order to accurately model interference,
we use a dynamic framework, in which users arrive at random
time instants and locations, download a file and leave the system.
A fixed point equation is solved to account for the interactions
between stations. We also propose an extension of a fluid model
to relay based cellular networks. This allows us to obtain quick
approximations of the Signal to Interference plus Noise Ratio
(SINR) that are very close to 3GPP LTE-A guideline results
in terms of SINR distribution. We then use these formulas to
develop a dedicated Simulated Annealing (SA) algorithm, which
adapts dynamically the temperature to energy variations and uses
a combination of coarse and fine grids to accelerate the search for
an optimized solution. Simulations results are provided for both
in-band and out-of-band relays. They show how relays should
be placed in a cell in order to increase the capacity in case
of uniform and non-uniform traffic. The crucial impact of the
backhaul link is analyzed for in-band relays. Insights are given
on the influence of shadowing.

Index Terms—Cellular network; relay; optimal placement;
fluid model; simulated annealing; processor sharing.

I. INTRODUCTION

RELAYING is a promising feature of future cellular
networks. The scenarios envisioned by the two standards

IEEE 802.16j (for WiMAX networks) and 3GPP Release 10
and 11 (LTE-A) are the following: (a) coverage extension:
relays should increase user experience in indoor or allow
connection in shadowed zones; (b) group mobility: relays
can aggregate the traffic related to a group of users within
a train or a bus; (c) capacity boost: by deploying low-cost
relay stations, a cellular operator can densify its network and
increase its capacity. In this paper, we tackle the problem of
optimal relay placement for capacity increase in an LTE-A-
like cellular network.

A. Related Work

The relay placement problem arises in various contexts:
wireless sensor networks (see e.g. [1] and references therein),
Wireless Local Area Networks (WLAN), WiMAX networks
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ParisTech and CNRS LTCI, 46, rue Barrault, Paris, France (e-
mail: {marceau.coupechoux, marc.sigelle, philippe.godlewski}@telecom-
paristech.fr. ).

J.-M. Kelif is with Orange Labs, Issy-Les-Moulineaux, France (e-mail:
jeanmarc.kelif@orange.com).

Digital Object Identifier 10.1109/TWC.2013.010214.130814

and cellular networks (like LTE-A); relays represent also a
paradigm in information theory (see e.g. [2] and references
therein). In this short literature review, we focus on the three
first cases characterized by a hierarchical structure made of
Relay Nodes (RN) served by Base Stations (BS) or access
points. The RNs location problem can be seen as a sub-case
of the well studied facility location problem, which has been
proved to be NP-hard [3]. It deserves however some attention
because the objective functions and the interdependence be-
tween transmitting stations through interference make it very
specific.

Several papers in the literature focus on a single BS
controlling several RNs [4]–[8]. In [4], authors consider
the problem of optimal relay placement in a single WLAN
cell. The problem consists in minimizing the average packet
transmission time. The method is based on a discretization
of the possible relay locations, a Lagrangian relaxation and
an iterative algorithm. In [5], RNs are constrained to be on
a circle around the BS, so that authors come up with a
single variable optimization problem. The same approach is
taken in [6] except that cooperative strategies (Decode and
Forward, DF and Amplify and Forward, AF) are assumed. In
[7], a region controlled by a BS is divided into sub-regions
characterized by their traffic requirements. The goal of the
authors is to place relays such that capacity is maximized and
user minimum bandwidth requirements are satisfied. Although
useful, for example in rural areas, these approaches cannot be
directly applied in a cellular network made of a dense network
of BSs and RNs.

References [9]–[15] consider several BSs and several RNs
per BS. A hierarchical optimization problem is formulated in
[9] for WiMAX networks: authors first focus on short term
call admission control decisions (they use here the Markov
Decision Process framework) and then, on the long term, on
network planning (a binary integer linear problem, ILP, is
solved with standard methods). Authors of [10] consider the
joint deployment of BSs and RNs and try to maximize network
capacity with a fixed budget. They formulate the problem as an
ILP and propose a two stage RN and BS deployment algorithm
to obtain sub-optimal strategies. A similar idea is used in
[11]. Wang et al. [15] try to minimize the installation cost for
serving a given demand or to maximize the served demand
for a fixed budget. Approximate algorithms are proposed
and related approximation ratios are computed or bounded.
Recently, [12] has also tackled the joint problem of BSs and
RNs placement, user allocation and transmit power setting.
The goal is to maximize the network sum capacity while
minimizing the installation cost. Sub-optimal solutions to the
resulting mixed integer non linear program are obtained thanks
to an iterative algorithm. These papers suffer from two main
drawbacks. First, interference is never accurately modeled. It
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is out of the scope of [9], [12], [15]; [10] considers only noise
for the calculation of data rates; [11] tries to minimize the sum
of path-losses, whereas data rate is related to the Signal to
Interference plus Noise Ratio (SINR); [13] assumes a single-
interferer model. Second, user locations are often supposed
to be known from the network planner (see e.g. [15]). This
assumption is realistic in a WiMAX network but cannot be
considered for a cellular network.

Three recent papers take into account co-channel interfer-
ence in their problem formulation. In [16], authors propose a
fixed point algorithm for the RN placement problem. RNs are
however constrained to be on a circle around their serving
BS. [17] relies on extensive system level simulations and
constraints also RNs to be placed according to a predefined
pattern. Sambale and Walke [18] propose a Simulated An-
nealing (SA) algorithm based on Monte Carlo simulations
compliant with 3GPP LTE-A guidelines (although shadowing
is ignored in the optimization). [19] deals with RN positioning
for network planning and optimization. Authors set up an
analytic performance evaluation model, based on simple path-
loss based SINR one-dimensional calculations with a single
interferer. [14], which is an extension of [18], also copes with
the problem of RN placement, taking into account physical
and MAC layer in their model (shadowing is taken into
account), and optimizing RNs placement in terms of cell
spectral efficiency. However, this paper, as well as [16]–[19]
and other works, assumes that RNs and BSs transmit at every
time instant (full buffer traffic). Hence, it does not model
buffers loads and is equivalent to a static approach. This often
results in misleading performance evaluation, as this model
tends to overestimate interference.

B. Contributions

The contributions of this paper are the following:
• We introduce a ”dynamic” framework for relays place-

ment performance evaluation based on traffic analysis.
This model overcomes the limits of widely used static
models by considering users arriving in the system at
random time instants and locations, downloading a file
and leaving the system, rather than a fixed set of known
user locations. RNs and BSs are modeled as M/G/1/PS
queue and a fixed point iteration captures the interactions
between transmitting nodes. Contrary to most of the
literature, our framework takes into account non uniform
traffic patterns.

• We propose an extension of the fluid model, developed
in [20] for interference modeling, to relay-based cellular
networks in order to obtain quick calculations of the
SINR. We thus take into account co-channel interference
of the whole network in our optimization. Numerical
results show that we are very close to 3GPP LTE-A
guidelines results in terms of SINR distribution.

• Based on these quick SINR calculations, we develop a
dedicated SA algorithm for the relay placement problem.
Our algorithm enjoys some enhancements with respect to
the standard SA. These enhancements have been already
investigated in the field of image processing but have not
been yet considered for wireless network optimization,
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Fig. 1. Example of relay deployment with n = 4 relays. The cell range is
R. Sites are tri-sectorized and boresight directions of sector BSs are shown
with arrows.

to the best of authors’ knowledge. More specifically, we
propose a method to dynamically adapt temperature to
energy variations and a combination of coarse and fine
grids to accelerate the search for an optimal solution.

The paper is organized as follows. In Section II, we present
the system model, while in Section III, we deal with the
performance of RNs placement, by formulating cell capacity.
The SA algorithm is presented in Section IV and simulation
results in Section V. Section VI concludes the paper.

II. SYSTEM MODEL

A. Network Topology and Serving Station Assignment

We consider a single frequency cellular network (all stations
use the same frequency) consisting of tri-sectorized hexagonal
cells. Every sector is controlled by a sector BS. In every
hexagonal cell, n non-cooperative DF RNs [19] are deployed.
Every station (sector BS or RN) can be either active (i.e.,
transmitting) or idle (i.e., not transmitting), at any given time
instant. We denote with P the transmit power of an active
sector BS, and with PR the transmit power of an active RN.
Let B and R be respectively the set of sector BSs and the set
of RNs. We focus on capacity evaluation for the downlink.

The generic relay deployment is illustrated in Fig. 1. The
deployment pattern is identical in all cells1 (the relative
locations of the relays w.r.t. the cell center are constant across
the cells). We label RNs of each cell with indices 1 · · ·n, and
define as type i relays those RNs labeled with i. The set of
type i relays forms a regular stations pattern.

Each User Equipment (UE) is connected to its best server,
i.e., the station which provides the highest signal power.
We define Si as the region, of surface Si, where station i
is the best server. Moreover, denoting with Kc the set of

1The possibility to change the deployment pattern from cell to cell could
improve performance. This aspect is left for further studies.
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Fig. 2. Frame structure on the downlink for (a) in-band relays and (b)
out-of-band relays when BS sector controls p ≤ n relays.

stations belonging to a given hexagonal cell c, we define
Ac ! ⋃

i∈Kc
Si as the region, of surface Ac, where users

are served by a station of c.

B. Resource Organization

We consider in-band and out-of-band half-duplex relays.
We assume a time division access between sector BSs and
RNs illustrated in Fig. 2. Without loss of generality, the frame
duration and the overall band are set to 1 time unit. When in-
band relays are considered, a sector BS transmits data to the
RNs it controls over the Backhaul Link (BL) during a time
τ . Then, during 1 − τ and simultaneously, the BS transmits
over the Direct Link (DL, BS-UE link) and RNs transmit over
the Relay Link (RL, RN-UE link) to their respective attached
UEs (Fig. 3). When out-of-band relays are considered, the
BL is using another frequency band (e.g. over a microwave
link) or a dedicated narrow beam, so that BL radio resources
are not subject to the cellular network planning. In this case,
τ = 0. These definitions of in-band and out-of-band relays are
in accordance with the definitions of the 3GPP [21].

C. Propagation Model

Let consider a transmitting station j (RN on the RL, sector
BS on the DL or BL) and a receiver u (UE on the DL
or RL, RN on the BL) located in (rj , θj), where rj is
the receiver-station distance and θj is defined as the angle
between the receiver-station direction and the station antenna
boresight direction (θj = 0 for omnidirectional antennas). We
denote with superscripts L and N the propagation parameters
referred to Line of Sight (LOS) and Non Line of Sight
(NLOS) propagation respectively, and with subscripts B, R
and D the propagation parameters referred to BL, RL and
DL respectively. According to the 3GPP guidelines for relay
performance evaluation [22], the path-gain gl between a station
and a receiver location can be written as follows:

gl(rj , θj) = δl(rj)h
L
l (rj , θj)+(1−δl(rj))h

N
l (rj , θj), (1)

= δl(rj)Al(θj)
KL

l

r
ηL
l

j

+(1−δl(rj))Al(θj)
KN

l

rη
N
l

X(u,j)
l ,

!"#$%
"&'()*+

$(,!)- .*/0#1()*+$(,.)-20'"3()*+$(,2)-

40#15/(!42678 78

Fig. 3. Relay Link (RL), Backhaul Link (BL), and Direct Link (DL).

where l ∈ {B,R,D} depends on the link type, KL
l and KN

l
are propagation constants, ηLl and ηNl are path-loss exponents,
δl(rj) is a Bernoulli random variable (RV), which is equal to 1
when the considered link is LOS. The probability for a given
link to be LOS depends on l and rj (for details see [22]).
Antenna pattern is given by Al(θ). RNs are equipped with
omnidirectional antennas, hence AR(θj) = 1 ∀θj . A sector BS
uses the same antenna for BL and DL, so that AB = AD !
A. Shadowing is modeled by a log-normal RV X(u,j)

l with
standard deviation σl. Note that the LOS or NLOS condition
is supposed to be constant in time. Shadowing is assumed to
change slowly in time, this notion will be detailed later in the
paper.

D. Traffic Model

In this paper, we assume that each station is equivalent
to an M/G/1/PS queue [23], [24]. This corresponds to a fair
radio resource scheduling policy. Flow calls from users arrive
according to a Poisson process of intensity λ(s)ds [flows/s]
in the location s of surface ds and flow calls sizes are
i.i.d. with mean π [bit/flow]. We suppose for simplicity
that the function λ(s) follows the same pattern in every
cell. Now, let decompose λ(s) ! λ̄φ(s), where the constant
λ̄ =

∫
Ac

λ(s)ds/Ac [flows/s/m2] is the average flow call
intensity in Ac, and φ(s) = λ(s)/λ̄ is named normalized flow
intensity. The term φ(s) allows us to consider spatially non-
uniform traffic and can be seen as a traffic profile. Moreover,
we define ω(s) = λ(s)π [bit/s/m2] as the traffic density in s.
Finally, ω̄ = λ̄π [bit/s/m2] denotes the average traffic density
in Ac. The latter can be decomposed according to the surface
controlled by each station: ω̄ =

∑n+3
i=1 ω̄i

Si
Ac

, where ω̄i is the
average traffic density on the surface Si controlled by device
i: ω̄i ! π

Si

∫
Si

λ(s)ds.
We denote with C(s) > 0 the user spectral efficiency

(in bits/s/Hz) in location s, and with ρ̄i the load of the
M/G/1/PS associated to station i. If ρ̄i > 1, station i is said
to be saturated. According to the M/G/1/PS results, when
ρ̄i < 1, ρ̄i is also the probability that station i is active
(and thus interfere). By extension, if a station is saturated, it
is always active. If αi is the Bernoulli RV, which is equal
to 1 when station i is active and 0 otherwise, we have
P[αi = 1] = E[αi] = min{ρ̄i, 1}. By symmetry, all stations
of the same type (sector BSs with the same antenna boresight
direction or type i RNs) have the same load. At a given time
instant t, the spectral efficiency in s, which depends on the
SINR, is an explicit function of the αj , j ̸= i, where i is
the serving station, because of the interference term. We thus
write C(s,α−i(t)), where α−i(t) is the vector of the activity
variables of all stations in the network at time t, except i.
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III. RELAYS PLACEMENT PERFORMANCE

Performance of RNs placement is measured with the corre-
sponding cell capacity. This section is devoted to the assess-
ment of the capacity of a cell made of three sectors and n RNs.
Cell capacity (derived in III-C) depends on the BL capacity
(III-A), on the spectral efficiency (III-D) and on the maximum
traffic intensity stations can sustain, which is obtained by
deriving stations loads (III-B). Subsection III-E introduces a
method to speed up capacity evaluation, by approximating
interference from far stations.

A. Backhaul Link Dimensioning

We derive here the proportion τ of radio resources dedicated
to the BL, based on average RN throughputs, supposing that
stations are not saturated. Let us consider a sector BS b and
the set of pb RNs controlled by b (see Fig. 2). Denote τi,b
the proportion of resources needed by b to serve RN i and
τb =

∑pb

i=1 τi,b. The average throughput of RN i is given by∫
Si

ω(s)ds = ω̄iSi. Let CBL(i, b) be the average throughput
on the BL between b and i. The link between b and RN i is
not overloaded if CBL(i, b)τi,b > ω̄iSi. Hence, a lower bound
on τb is given by: τb >

∑pb

i=1
ω̄iSi

CBL(i,b) . Note that τb is the load
of the backhaul link between b and its corresponding RNs. In
order to ensure a time synchronization between all sectors of
a cell, we impose τ = maxb{τb}, so that in the best case:

τ ! max
b

pb∑

i=1

ω̄iSi

CBL(i, b)
. (2)

Suppose that the flow call intensity is uniform, i.e., ω(s) =
ω̄ ∀s. In this case (2) simplifies to:

τ(ω̄) ! ω̄max
b

pb∑

i=1

Si

CBL(i, b)
. (3)

In the following, we write τ(ω̄) to designate (2) or (3) in order
to show the dependency of τ on the input traffic. The value
of τ is set to zero when out-of-band relaying is adopted.

B. Stations Loads

The stations loads, which are related to their probability to
be active, are coupled through the spectral efficiency function,
which in turn is a function of the stations activities. We solve
this problem using a fixed point iteration.

Lemma 1. The load of a station i is expressed by:

ρ̄i =
ω̄

1− τ(ω̄)

∫

Si

φ(s)Eα

[
1

C(s,α−i)

∣∣∣∣αi = 1

]
ds.(4)

Proof:

ρ̄i
(1)
= lim

T→∞

1
1− τ (ω̄)

∫ T

0

∫

Si

ω(s)
C(s,α−i(t))

1lαi(t)=1ds dt

∫ T

0

1lαi(t)=1 dt

,

(2)
= lim

T→∞

ω̄
1− τ (ω̄)

1
T

∫ T

0

∫

Si

φ(s)
C(s,α−i(t))

1lαi(t)=1ds dt

1
T

∫ T

0

1lαi(t)=1 dt

,

(3)
=

ω̄
1− τ (ω̄)

Eα

[ ∫

Si

φ(s)
C(s,α−i)

1lαi=1 ds

]

Pα(αi = 1)
,

(4)
=

ω̄
1− τ (ω̄)

Eα

[∫

Si

φ(s)
C(s,α−i)

ds

∣∣∣∣αi = 1

]
,

(5)
=

ω̄
1− τ (ω̄)

∫

Si

Eα

[
φ(s)

C(s,α−i)

∣∣∣∣αi = 1

]
ds.

(1) comes from the fact that at a given instant t, the load gen-
erated in a small area ds in s is ω(s)

C(s,α−i(t))
ds when the serving

station i is active. Averaging is done on the time activity of
station i. (2) comes from ω(s) = ω̄φ(s). (3) comes from the
assumption that the process α(t) has a time-stationary limit α.
(4) is by definition of the conditional expectation. (5) comes
from the assumption that the shadowing changes slowly in
time (and hence with respect to the realizations of α(t))2.
Hence, we assume that the expectation is taken over a period
of time large enough for the steady-state of the M/G/1/PS
queues to be reached, but sufficiently small to keep the channel
constant at each location. Recall moreover that the LOS and
NLOS conditions are fixed in time. As a consequence, Si is
fixed with respect to the realizations of α(t).

We denote ρ ! (ρ̄1, ..., ρ̄n+3) the vector of loads corre-
sponding to the n + 3 stations (n relays and three sector
BSs) in the central hexagonal cell. For a given normal-
ized flow intensity φ, let define the operator F (ρ, ω̄) =
(F1(ρ, ω̄), ..., Fn+3(ρ, ω̄)) as follows:

Fi(ρ, ω̄) =
ω̄

1− τ(ω̄)

∫

Si

φ(s)Eα

[
1

C(s,α−i)

∣∣∣∣αi = 1

]
ds,

(5)
where ∀i, Pα[αi = 1] = Eα[αi] = min{ρ̄i, 1}. Let also
define ω̄max

i ! ω̄
1−τ(ω̄)

∫
Si

φ(s)ds
C(s,1) .

Theorem 1. If α #→ C(s,α) is a continuous mapping and
1/C(s,α) is non-decreasing in α, F :

∏n+3
i=1 [0; ω̄

max
i ] →∏n+3

i=1 [0; ω̄
max
i ] has at least one fixed point.

Proof: We have for any ρ ∈
∏n+3

i=1 [0; ω̄
max
i ] and any

station i, 0 ≤ Fi(ρ, ω̄) and:

Fi(ρ, ω̄)
(1)
=

ω̄

1− τ(ω̄)

∫

Si

φ(s) lim
N→∞

1

N

N∑

h=1

1

C(s,α−i(h))
ds,

(2)
≤ ω̄

1− τ(ω̄)

∫

Si

φ(s) lim
N→∞

1

N

N∑

h=1

1

C(s,1)
ds,

(3)
=

ω̄

1− τ(ω̄)

∫

Si

φ(s)

C(s,1)
ds,

(4)
= ω̄max

i ,

where α−i(h) indicates the h-th realization of RV α−i. (1)
comes from the definition of average. (2) results from the fact
that, for each realization h of α−i, we have 1/C(s,α−i(h)) ≤
1/C(s,1). (3) follows from the consideration that all terms
(1/C(s,1)) in the summation have the same value. Finally,
(4) is by definition of ω̄max

i . Now, using the Brouwer’s fixed
point theorem, we conclude the proof.

2Measurements for outdoor static scenarios reported in [25] justify our
hypothesis, explaining this result with the fact that most of physical elements
causing shadowing outdoor are fixed.
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A similar approach is considered in [26] (Corollary 1) for
a cellular network without relays. We extend here the result
to relay-based sectorized networks and we adopt a different
mapping F that guarantees the existence of a fixed point
(which is possibly outside the [0, 1)n+3 interval). As in [26],
we cannot conclude on the uniqueness of the fixed point.
Starting from a central isolated cell (i.e., without interference)
in the fixed point iteration makes however sense in a context
of increasing traffic.

The fixed point of (5) yields the loads ρ̄i of all stations
i = 1 · · ·n+3, for a given RN placement, a given normalized
flow call intensity φ(s), and a given traffic density ω̄.

C. Cell Capacity

The capacity of the cell is defined as

Ccell ! ω̄maxAc [bit/sec/Hz/cell], (6)

where ω̄max is the maximum average traffic density that can
be supported by a RN placement (without any station being
saturated):

ω̄max = max{ω̄ ∈ R+ :F (ρ, ω̄)=ρ and ρ ∈ [0, 1)n+3}(7)

The value of ω̄max can be found for any given normalized
flow call intensity φ(s), by solving the fixed point of (5) for
several values of ω̄ and choosing the highest ω̄, for which no
station is saturated, according to the desired accuracy. This
can be done e.g. with a dichotomic search over ω̄.

D. Spectral Efficiency and SINR

We will now assume that the spectral efficiency in s is
derived by means of a saturated Shannon formula:

C(s,α−i) = min
{
log2(1 + γs(α−i)), C̃

}
, (8)

where C̃ is the maximum achievable spectral efficiency and
γs(α−i) is the SINR in s. Note that this function fulfills the
conditions of Theorem 1.

Now, consider a UE u located in s and receiving
from its serving station i a useful signal power Pi(s) =
maxj∈B∪R Pj(s). The SINR γs(α−i) experienced by u is:

γs(α−i) =
Pi(s)

Is(α−i) +Nth
, (9)

where Nth is the thermal noise power and Is(α−i) =∑
j∈B∪R, j ̸=i αjPj(s).

E. Interference Computation with Fluid Model of Far Network
Stations

Relays placements performance assessment through (6) and
(8) involves intensive use of SINR evaluation: interference
sum and SINR must be evaluated on the whole cell surface
for each realization of α, at each iteration of the fixed point
and for each proposed ω̄.

In this subsection, we propose a fast methodology for
the computation of SINR, which should be simplified as
much as possible in order to reduce the computation time
of the optimization, while remaining accurate. Our approach
decomposes the interference into two parts: the contribution of

Fig. 4. Interference is exactly computed for near stations, while it is
approximated for far stations by means of a fluid model of far stations
network.

the near stations and that of the far stations. Far interference
is approximated thanks to a fluid model [27] adapted to relay-
based cellular networks, while interference from near stations
is exactly computed.

Let define the near BSs as the set Bc of BSs in the central
cell and in the first cells ring around the central cell, and
far BSs as the set Bf of BSs which are not near, so that
B = Bc∪Bf and Bc∩Bf = ∅. Sets Rc and Rf are similarly
defined for RNs (see Figure 4).

Now, the overall interference Is(α−i) can be decomposed
into two contributions: Is(α−i) = Is,c(α−i) + Is,f (α−i),
where

Is,c(α−i) =
∑

j∈Bc∪Rc, j ̸=i

αjPj(s) (10)

is the power received from near stations, while

Is,f (α−i) =
∑

j∈Bf∪Rf ,j ̸=i

αjPj(s) (11)

is the power received from far stations.
In our study, we compute Is,c(α−i) explicitly, while

Is,f (α−i) is approximated with its average value over activity
(cf. α) and shadowing (cf. X) variations:

Is,f (α−i) ≈ Eα,X [Is,f (α−i)] , (12)

=
∑

j∈Bf

Eα,X [αjPj(s)] +
∑

k∈Rf

Eα,X [αkPk(s)] .

In the above equation, expectations should be taken knowing
αi = 1. However, we make the approximation that the
activities of the far stations are independent on αi.

It is reasonable to assume that a UE u in the central cell be
always served by a near station, and that the propagation on
all links between u and far stations be NLOS. This is valid
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considering commonly used shadowing standard deviations
and LOS probability expressions (see e.g. [21], [22]). Our
simulations, based on the assumptions suggested in [22],
confirm these hypothesis, showing that less than 1% of users
are connected to far stations, and LOS probability between u
and a far station is close to zero. Hence, we assume Is,f (α−i)
to be composed by NLOS interferers, and express it as

Is,f (α−i)

≈
∑

j∈Bf

eaσ
2
D/2Eα

[
αjPKN

D r
−ηN

D
s,j A(θ)

]

+
∑

k∈Rf

eaσ
2
R/2Eα

[
αkPRK

N
R r

−ηN
R

s,k

]

= eaσ
2
D/2

3∑

k=1

min{1, ρ̄k}
∑

j∈Bf,k

PKN
D r

−ηN
D

s,j A(θ)

+ eaσ
2
R/2

n∑

h=1

min{1, ρ̄h}
∑

k∈Rf,h

PRK
N
R r

−ηN
R

s,k , (13)

where rs,j is the distance between station j and s, Bf,k is the
set of far BSs of type k, Rf,h is the set of RNs of type h and
a = ln(10)/10. Note that parameters KN

D , ηND , KN
R and ηNR

in (13) are referred to NLOS propagation.

Sums
∑

j∈Bf,k
PKN

D r
−ηN

D
s,j A(θ) and

∑
k∈Rf,h

PRKN
R r

−ηN
R

s,k
can be approximated by adopting a fluid model [20] for the far
stations networks Bf,k, k ∈ {1 · · · 3} and Rf,h, h ∈ {1 · · ·n}.
The fluid model is a powerful tool to simplify interference
computation in hexagonal [27] and dense Poisson [28] cellular
networks. It is based on approximating a discrete set of
network stations, lying on a given region, with a continuum
of stations. The density (measured in [stations/m2]) of the
continuum is set to be equal to the density of discrete stations
in the original network. Interference sum is then approximated
by integrating received power from the continuum of stations,
over the considered area. The main advantage of this approach
is that it allows us to obtain approximate closed-form in-
terference expressions, which solely depend on the distance
between s and the network center. We refer the reader to [27]
for a detailed explanation and validation through Monte Carlo
simulations.

Let now focus on
∑

j∈Bf,k
PKN

D r
−ηN

D
s,j A(θ), k ∈ {1 · · · 3}.

We adopt the fluid model, substituting the hexagonal network
of type-k far BSs with a continuum of BSs of the same type,
lying on a ring centered at s. Following the approach presented
in [29], interference sum can be approximated as

∑

j∈Bf,k

PKN
D r

−ηN
D

s,j A(θ)

≈ ρBS

∫ ∞

Rc−r0

∫ 2π

0

(
PKN

D r−ηN
DA(θ)

)
rdrdθ,

= ρBSb
PKN

D

ηND − 2
(Rc − r0)

2−ηN
D , (14)

where ρBS is the BS sites density, b =
∫ 2π
0 A(θ)dθ, r0 is the

distance between the location s and the cell center and Rc is
the distance between the closest far BS and the cell center.

Terms
∑

k∈Rf,h
PRKN

R r
−ηN

R
s,k , h ∈ {1 · · ·n} can also be

approximated adopting a fluid network model, obtaining
∑

k∈Rf,h

PRK
N
R r

−ηN
R

s,k

≈ ρBS

∫ ∞

Rc−rh

∫ 2π

0

(
PRK

N
R r−ηN

R

)
rdrdθ,

= 2πρBS
PRKN

R

ηNR − 2
(Rc − rh)

2−ηN
R , (15)

where rh is the distance between s and the RN of type h in
the central cell.

Using (14) and (15), Is(α−i) is finally approximated as

Is(α−i) ≈
∑

j∈Bc∪Rc, j ̸=i

αjPj(s) (16)

+eaσ
2
D/2

3∑

k=1

min{1, ρ̄k}ρBSb
PKN

D

ηND − 2
(Rc − r0)

2−ηN
D

+eaσ
2
R/2

n∑

h=1

min{1, ρ̄h}2πρBS
PRKN

R

ηNR − 2
(Rc − rh)

2−ηN
R .

The use of a fluid model allows to approximate the sum
of interference from all far stations, at each considered cell
point, by only computing n+ 1 closed-form formulae, while
the hexagonal model requires to calculate the sum of (n +
3)

∑NR

i=Nf
6i far stations received powers, where NR denotes

the number of cells rings around the central cell and Nf the
first ring of far cells. This considerably reduces computational
burden, considering that interference calculation is inserted in
multiple nested computation cycles, as mentioned above.

IV. OPTIMAL PLACEMENT

In this section, we study the optimization of relays place-
ment, by means of a dedicated Metropolis-Hastings Simulated
Annealing (SA) optimization algorithm, with the target of
maximizing cell capacity Ccell, defined in Section III (see (6)).
We first detail the configuration space, i.e., the set of variables
to be sought, and then describe the used SA algorithm, with
several enhancements which have been implemented.

In this work, a configuration is given by the positions of all
relays in a cell, which we assume to lay on an hexagonal grid,
due to the symmetry of the problem (see Fig. IV-1). As the
RN location problem includes the capacitated facility location
problem as a special case, it is NP-hard [3]. For a typical
grid of size N = 1024 measurements points per cell and
n = 6 relays, the cardinality of the configuration space Ω is:
|Ω| = CN

n = C1024
6 > (1000)6/6! > 1015. Hence, exhaustive

search is infeasible in practice and we have to address other
optimization techniques. Simulated Annealing (SA) is a well-
known stochastic technique for solving such large combina-
torial optimization problems endowed with fairly non-trivial
energy landscapes. It originates to [30] but was rediscovered
later [31], and with great success in network optimization
up to now [32], [33]. It leads to efficient optimization if its
parameters (especially the temperature schedule) are well set-
up [34]. Recall that Ω is a finite configuration space and
that we consider a cost energy function U(x) : Ω $→ R
to be minimized. In this work, the energy of a candidate
configuration x is the inverse of its related cell capacity (see
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(6)):
U(x) = −Ccell(x). (17)

The principle of SA lays in assigning the following exponen-
tial probability to any configuration:

P(x) =
e−U(x)

Z
∀x ∈ Ω (with Z =

∑

x∈Ω

e−U(x)). (18)

A minimizer of U(.) possesses thus maximal probability
P(.) and can be found as follows (using Metropolis-Hastings
variant [35]):
• Initialization: assign an arbitrary initial configuration x0 ∈

Ω.
• At step m ≥ 0: let x = xm be the current configuration.

Apply the following procedure: pick up a candidate config-
uration x′ ∈ Ω according to a user-specified proposal law
r(x → x′) and compute then the following acceptance rate:

Ξ(x → x′) = min

(
1,

(
P(x′)

P(x)

) 1
Tm

.
r(x′ → x)

r(x → x′)

)
,

= min

(
1, e−

U(x′)−U(x)
Tm .

r(x′ → x)

r(x → x′)

)
.(19)

Assign xm+1 = x′ with probability p = Ξ(x → x′) (and
xm+1 = x with probability 1− p).

Here, Tm is a positive temperature parameter depending on
step m required to slowly decrease to 0 as m → +∞ (and
rigorously to satisfy Tm ≥ T0

1+log(m+1) ). Usually a geometric
law is adopted Tm = T0 . βm with β < 1 but close to 1.
Hereafter an adaptive temperature schedule is investigated.
Notice also that when the proposal law is uniform or more
generally symmetric, i.e., r(x′ → x) = r(x → x′), the
acceptance rate boils down to the usual Metropolis form:

Ξ(x → x′) = min

(
1, e−

U(x′)−U(x)
Tm

)
. (20)

This generic method enjoys a number of extensions and
variants that are implemented here:

1) ”Restricted Image Spaces” [34]: It is indeed preferable
to draw at each step a configuration x′ which is close to x, for
instance by varying one variable only (say, the position ξi of
the relay of type i) and in a restricted range around its current
value. This is known to increase the global algorithm search
speed [34]. To this aim we adopt a continuous framework, with
symmetric gaussian proposal probability distribution function
(PDF) given by:

r(ξi, ξ′i) =
1

2π

1

ζ2
N (∥ ξ′i − ξi ∥ ; ζ2). (21)

Here, ζ controls the average distance between sites ξi and
ξ′i (Fig. IV-1). Finally the closest discrete grid site to ξ′i
is selected. This is justified (mostly at fine resolution) for
reasonable values of ζ w.r.t. the lattice step: first, there is low
probability to reject proposed grid node, i.e., to find an already
busy site. Then, the overall periodicity of RN lattice is injected
by periodizing the proposed site itself into the whole lattice
(Fig. IV-1). Thus, with this approximation the proposal laws
cancels down in Hastings-Metropolis, and we obtain the usual
Metropolis acceptance ratio.

�!

�"!

Fig. 5. Typical hexagonal cell with a hexagonal grid of possible relay
locations. The current location is ξi and the acceptance law is Gaussian
along a random direction. If the candidate ξ′i falls outside the hexagon, it
is ”periodized” inside the cell.

2) Adaptive temperature scheme: In this work, we try to
automatically (and adaptively) estimate both initial tempera-
ture T0 and the cooling coefficient β. This has been previously
done in the literature [34] provided that one knows the energy
landscape (which is not the case here). This is done in two
steps:

• Initial temperature setting: it is adjusted by imposing that
the initial average acceptance ratio Ξ0 = <Ξ(x → x′)>
∈ [a, b] (in practice, we select [a, b] = [0.5, 0.8]). To do
this, T0 is first kept constant during some number of steps
(depending on the size of Ω). Then, a dichotomic-type
update process is applied:

T0 ← β T0 if Ξ0 > b and T0 ←
0.5

β
T0 if Ξ0 < a.

• Cooling schedule: after the previous initialization phase,
a fixed number of simulated annealing steps M l and a
final temperature TM

l [34] are assigned at each scale
l = 1, 2 (see below), with related temperature schedule:

Tm
l = T0

l × (TM
l/T0

l)m/Ml

. (22)

3) Multiscale implementation: Multiscale algorithms have
been employed long ago in various branches of Applied
Mathematics. In image processing several multiscale strategies
have been outlined in [36], and fast algorithms for movement
detection/segmentation of video sequences can be found in
[37]. For instance a hand movement can be decomposed
first in a large range displacement (translation-rotation) of
the hand, followed by detection of fingers moves at a finer
scale. Similarly here we use a two-step setup with a first
optimization on a coarse grid, then refinement of this solution
at a finer level. Both steps employ SA with their own adapted
parameters (initial temperature, temperature step and spatial
grid resolution). The advantage of such a multiscale strategy
seems twofold here. First, it allows, at lower level, to avoid
spurious transitions between (high level) symmetry-invariant
configurations, which can arise due to the complexity of
the global energy landscape. Then, it enables to check the
robustness at both coarse and fine level of the placement
solution to shadowing, LOS and NLOS conditions.
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V. RESULTS

A. Simulation Assumptions

1) Spectral Efficiency Computation: Simulation assump-
tions related to network layout and propagation (see (1))
follow the setup described in [22, Appendix: Simulation
Assumptions] (case 3) for LTE-Advanced. In particular, the
sector BS and RN transmit powers are resp. 46 dBm and
30 dBm and the cell range is 1 km. The shadowing standard
deviations are 10, 8 and 6 dB on the RL, DL, and BL resp.
for NLOS propagation. Shadowing RVs between cell sites and
between sector BSs are correlated (see [13]). The correlation
distance is 50 m (we use the Cholesky decomposition as in
[38]).

The SINR is computed on a regular hexagonal grid of
Measurement Points (MP) in the cell (with 25 m spacing), in
order to adapt to the problem geometry. For a given realization
of the propagation random variables, a given value of ω̄, a
given vector of station loads ρ and a given realization of the
activity vector α, the SINR is computed according to (9).

Instead of computing spectral efficiency using (8), we rely
on the Modulation and Coding Schemes (MCS) indicated in
[39] in order to have more realistic results. According to
[39], below a certain SINR threshold, a MP is in outage,
i.e., this position cannot be served by any station. In this
case, the contribution of such MP to stations loads is zero.
Any placement with an outage probability greater than 1% is
rejected by the optimization process (see [40], [41]).

2) Fixed Point Iteration: The expectation of the spectral
efficiency is computed on every MP over hundred realizations
of α and a new vector ρ is deduced from (4). We iteratively
solve the fixed point equation F (ρ, ω̄) = ρ (about six itera-
tions ensures convergence in our context). If ∃i, s.t. ρ̄i ≥ 1,
this means that ω̄ > ω̄max, otherwise ω̄ < ω̄max, see (7). The
values of ω̄ to be used in the fixed point iteration are selected
based on a dychotomous update process, which ensures a
maximum error for Ccell equal to ±2.3 × 10−3 [bit/s] (this
corresponds to ±23 [kbit/(s× cell)] for a system bandwidth
of 10 MHz).

3) Simulated Annealing: Optimization of RN positioning is
performed by evaluating the energy of a number of candidate
RN placements during the execution of the SA. Each RN
is allowed to be located on a hexagonal grid spanning the
whole cell. Two RNs are not allowed to be located on the
same spot, or in the cell center. During the first optimization
phase, RNs can be located on a coarse hexagonal grid (see
Section IV), where the spacing between 2 neighboring MPs
is 200 m. During the second phase, the spacing becomes
50 m. In this phase, candidate RN locations cannot be farther
than 300 m from the location found at the end of the first
phase. The number of states analyzed during each phase
varies according to n. For example, if n = 3, the first phase
of the SA is composed of M1 = 30 temperatures steps.
During each temperature step, the energy of 250 candidate
placements are evaluated. The second phase of the SA is
characterized by M2 = 20 and 150 placements for each step.
The SA is stopped if the acceptance rate Ξ is zero for two
consecutive temperature steps. In this case, we assume that the
algorithm has already reached a ’stable’ solution, and we elect
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Fig. 6. SINR distribution, our SINR approximation vs. 3GPP results [22]
(static case, n = 0 or 3 relays).

as final placement the one with the lowest energy among those
analyzed up to the algorithm stop. Note that the implemented
SA provides optimized solutions and not necessarily optimal
solutions that can be obtained theoretically after an infinite
number of iterations.

B. Model Validation

We first show the accuracy of SINR approximation intro-
duced in Section III-E. Fig. 6 plots the Cumulative Distribution
Function (CDF) of the SINR for the static case (α(t) = 1, ∀t)
with n = 3 relays and without relays. We have compared
the curves obtained in [22] with those derived by means of
our SINR approximation under the same assumptions. The
results show that there is a good match between our fluid
model approach and the results obtained by 3GPP. This can
be explained by the shadowing model (the standard deviation
is relatively low and RVs are correlated) and the resulting low
probability for a UE to be attached to a far station.

C. Simulation Results

Unless specified, simulation assumptions are taken from
[22] (case 3). In Fig. 7, we first show the influence of the
number of RNs and of their transmit power on their distance
to the cell center. Let us first consider out-of-band RNs.
The absence of backhaul constraints allows the RNs to cover
the most interfered regions of the cell, i.e., the cell edge.
Increasing n tends to decrease the average distance to the cell
center because of a repulsion effect: RNs interfere more and
tends to move away from each other. While a set of RNs is
remaining close to cell edge, another set moves closer to the
BS site so that several rings of RNs may appear. Increasing PR

induces a similar but smaller repulsion effect for n ≥ 5. When
n is small, PR has however less influence because the inter-RN
distances are bigger and thus their mutual influence is lower.
The in-band case is characterized by a trade-off between the
advantage of covering the cell edge and the price to be paid
on the backhaul in terms of capacity. When PR is increased, a
RN controls a bigger region (especially when n is small) and
thus require a higher data rate on the backhaul. Consequently,
RNs have to be placed closer to the sector BSs.
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Fig. 7. Average RN to cell center distance vs. n, the number of RNs per
cell (in-band and out-of-band, PR = 26, 30 and 46 dBm).
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Fig. 8. Average RN to cell center distance vs. n (in-band and out-of-band,
PR = 46 dBm, with and without shadowing).

In Fig. 8, we can observe that the shadowing has a neg-
ligible effect on the location of out-of-band RNs. The best
server mechanism assumed on the DL and the RL indeed
compensates the effect of the channel variations. The impact
is however decisive for in-band RNs. The best server policy
is indeed not assumed on the BL3. This means that the BL is
possibly highly interfered and its capacity is degraded. This
explains that RNs have to move closer to the sector BS in
order to benefit from higher MCSs and LOS propagation.

Fig. 9 and 10 show some examples of optimized RN
placements. In the out-of-band case, we see how RNs are
preferably placed on the cell edge. With one or two RNs (not
shown on the figure), the RNs cover corners of the hexagon.
When the number of RNs increases, e.g. with 6 RNs, we see
how three of them move closer to the cell center. If n still
increases a second ring of RNs around the BS site appears. It
is also noticeable from these figures that the RN placement in
a given cell is coherent with the RN placement in neighboring
cells. With four RNs for example, RNs attached to different
cell sites form a regular pattern around the edge of the central
cell. In the in-band case, RNs are much closer to the BS site

3Reference [13] proposes to attach a RN to the best BS, it is however not
an option offered by the standard so far.

because of the BL influence. The boresight direction of the
sector BSs, which has almost no influence on the out-of-band
case, plays now an important role. On the one hand, RNs tends
to be in the boresight direction in order to benefit from a better
backhaul. On the other hand, most interfered regions lies on
the frontier between two sectors. For two RNs for example,
the first effect is preponderant.

Fig. 11 shows the cell capacity as a function of n. In the out-
of-band case, increasing n or PR leads to a capacity increase.
When there is no backhaul constraint, relaying is indeed
equivalent to a classical network densification, which clearly
increases the network capacity [42]. Higher is PR, higher is
the offload of the sector BSs towards RNs. As they control
bigger regions, sector BSs are indeed the limiting stations:
their load reaches 1 well before the RN loads do. According
to (7), this limits in turn the cell capacity. Increasing PR

consequently balances the traffic among RNs and BSs, which
results in a higher capacity. For in-band RNs, there are two
contradictory effects: increasing PR offloads the sector BSs
but increases also the proportion of resources dedicated to
the BL (RNs control bigger regions). Numerical results show
that the first effect is slightly preponderant. The increase of
capacity observed for out-of-band as well as in-band RNs
contradicts the effect observed in [19], which suggests a
capacity decrease after 3 to 7 RNs (depending on PR). This
can be explained by the fact that [19] assumes a full buffer
traffic model (stations are always active) and supposes that
RNs are placed on a circle around the BS. Fig. 12 confirms
the influence of shadowing: it has a relative small impact
on out-of-band RNs but greatly degrades the in-band RNs
performance.

These results clearly show the advantage of deploying out-
of-band relays, especially in terms of cell capacity. The benefit
of in-band relays in a scenario similar to the one defined by
the 3GPP is less obvious. First, the increase of capacity is
small. Second, RNs are placed close to the BS because of
the backhaul constraints, so that the capacity increase benefits
mainly to UEs having already good radio conditions without
relays. The deployment of in-band RNs can thus be interesting
only if the BL benefits from a much higher capacity either
because of a good radio propagation (as in [43]) or because
RN cell selection is adopted (as in [13]).

Finally, Fig. 13 shows an example of non-uniform traf-
fic pattern inside the cell. The normalized traffic inten-
sity φ(s) follows a bivariate normal distribution centered in
(0.3, 0.4) km and with standard deviation 0.3 km. Iso-flow
intensity levels are shown with concentric circles. As expected,
the relays are placed closed to the hot spot. In the out-of-
band case, the relays are also close to the cell border in order
to cover the most interfered region. On the contrary, in-band
relays are between the BS site and the hot spot in order to
benefit from a good BL.

Now the question arises of the accuracy of the solutions
obtained by SA. There are few results on this problem in the
literature and they are generally based on some consideration
over the energy surface. For example, the work of Catoni (see
e.g. [44]) is based on large deviations theory, and deals with
the evaluation (in a probabilistic framework) of the distance of
the final attained configuration to the optimal one. However,
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Fig. 9. Optimized out-of-band relay locations (PR = 30 dBm, n = 2, 4 and 6, RNs are empty circles, BS sites are filled circles).

3 relays 4 relays2 relays

Fig. 10. Optimized in-band relay locations (PR = 30 dBm, n = 2, 3 and 4, RNs are empty circles, BS sites are filled circles).
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46 dBm).

the performed analysis seems not to be applicable in our case,
since we have a very weak knowledge of the energy landscape
of this complex problem.

VI. CONCLUSION

In this paper, we have addressed the problem of the optimal
placement of relays in a cellular network with the aim of in-
creasing the downlink cell capacity. Compared to other works
on this subject, traffic and SINR computation models are more
realistic: we have set up a dynamic traffic model, where each
station is equivalent to a M/G/1/PS queue. The interaction
between stations is captured by a fixed point equation. The
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Fig. 12. Cell capacity vs. n (in-band and out-of-band, PR = 30 dBm, with
and without shadowing).

system is stable if none of the stations is overloaded. This
approach accurately models the activity of the stations and
the relative weight of most interfered regions. Uniform and
non-uniform traffic can be analyzed. The optimization of the
placement is done using a dedicated Simulated Annealing
algorithm. In order to speed up the search for an optimized
solution, we have developed an extension of a fluid model
to relay based cellular networks. This approach yields very
good approximations of the SINR at every location. Our SA
algorithm adapts dynamically the temperature to the energy
variations and uses a combination of coarse and fine grids.
Simulation results shows that out-of-band relays are preferably
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Hot spot center

In−bandOut−of−band
Hot spot center

Fig. 13. Optimized out-of-band and in-band relay locations with a non-
uniform traffic pattern (PR = 30 dBm, n = 3, the BS site is in the center
of the hexagons, RNs are filled circles).

placed on the cell edge and are arranged in rings around the
BS, when their number increases. In-band relays suffer from
the poor quality of the backhaul link, especially in presence
of shadowing and tends to be much closer to the BS. In both
cases, cell capacity increases with the number of relays. The
benefit is however small with in-band relays.
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Analytical Joint Processing Multi-Point Cooperation Performance in
Rayleigh Fading

Dorra Ben Cheikh, Jean-Marc Kelif, Marceau Coupechoux, and Philippe Godlewski

Abstract—Coordinated multi-point (CoMP) is a very promis-
ing transmission scheme since it permits interference reduction
and cell-edge throughput improvement. In this work, we study
the performance of the joint processing multiple antenna multi-
point cooperation using the maximum ratio transmission (MRT)
technique. A closed form expression of the outage probability is
derived for Rayleigh flat fading channel model considering path-
loss and constant shadowing. Analytical and simulation results
are compared.

Index Terms—CoMP, MRT, outage probability, multiple an-
tenna, Rayleigh fading.

I. INTRODUCTION

COORDINATED multi-point transmission is a new tech-
nique targeted to the LTE-Advanced (LTE-A) standard

and promising better cellular performance. In the 3rd Gener-
ation Partnership Project (3GPP) LTE-A two main schemes
were highlighted [1]: coordinated beamforming/scheduling
(CoMP-CBF) and joint processing (CoMP-JP). In the CoMP-
CBF strategy, a user is served by only one base station (the
master cell) and the surrounding BSs schedule users so as
to generate the least interference possible to the user of the
master cell. In the CoMP-JP strategy, coordinated BSs share
information data to serve a user cooperatively. The CoMP-JP
generates higher backhaul load since the cooperating BSs need
to share user data, channel state information (CSI) and syn-
chronization signals, while the CoMP-CBF needs to share only
CSI and scheduling decisions. However, the JP strategy offers
larger performance gain than the CBF [2], [3]. In this paper,
we focus on CoMP-JP transmission. In [4], a measurement
study showed that multicell cooperation attain larger mean
capacity than an isolated cell when considering a sufficiently
high capacity and low latency backbone. In [5], field trial was
performed to confirm the throughput enhancement introduced
by CoMP-JP strategy. In [6], a numerical study of different
joint processing schemes showed the potential of this tech-
nique to enhance the overall system performance. In [7], the
performance of the femtocell coordination strategy was studied
for zero forcing (ZF) and maximum ratio transmission (MRT)
schemes. Two power allocation algorithms were proposed and
compared. In [4], [5], [6], [7], authors performed simulation,
measurement or field study but no theoretical studies were
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conducted. In [8], an analytical expression of the capacity
outage probability was derived for an open-loop Alamouti-
like CoMP downlink transmission in Rayleigh fading. The
proposed SINR expression can only be achieved when us-
ing a distributed Alamouti for two cooperating BSs. In [9],
an analytical study of a multicell multi-antenna cooperative
MRT/MRC scheme was conducted. An analytical expression
of the probability density function (PDF) of the signal-to-
interference ratio (SIR) was derived considering path-loss,
shadowing and Rayleigh fading. However, the authors resorted
to many assumptions: a cell-edge user served in cooperation
is at equal distances from the cooperative BSs, a Gamma
distributed shadowing and a Poisson spatial distribution of
interfering transmitters. Furthermore, there is a significant
difference between simulation and theoretical results.

In this work, our main contribution is to perform an analyti-
cal study of a downlink multicell cooperation system using the
MRT precoding technique. The MRT [10] is a transmission
technique achieving maximum transmit diversity and maxi-
mizing the SNR. We propose an approximate outage prob-
ability expression of the downlink multiple antenna CoMP-
JP using the MRT precoding considering path-loss, constant
shadowing and Rayleigh fading. Our analytical approach con-
solidates the numerical performance studies provided in the
literature.

This paper is outlined as follows. In the next section,
we introduce the system model. In section III, the outage
probability expression is derived. In section IV, simulation
results are presented and discussed. Concluding remarks are
proposed in section V.

The following notations are used: (.)T denotes the transpose
conjugate operator, E[.] the expectation value and var(.) the
variance.

II. SYSTEM MODEL

Consider a downlink multicellular (B base stations) mul-
tiuser system (K active users) and consider multiple antenna
BSs (M antennas) and single antenna user equipments. Let a
cluster be a subset of BSs cooperating to serve a user. The
clusters are disjoint. The selection algorithm of the BSs in a
cluster is beyond the scope of this work, a possible simple
criterion is the minimization of the distance depending path-
loss. A cluster of BSs transmits to a single user per transmit
time interval (TTI). BSs use the MRT to transmit their data.
We assume coherent multicell transmission which needs a
tight synchronization across transmitting BSs (like in [11]) that
can be ensured using low-latency and high-capacity backhaul
communication. The information data intended to a user are
shared by all BSs in its cooperation cluster. CSI between

2162-2337/12$31.00 c⃝ 2012 IEEE
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the considered user and the cooperating BSs are estimated
using feedback for the frequency division duplex (FDD) mode
or uplink-downlink channel reciprocity for the time division
duplex (TDD) mode. The cluster of BSs serving a user k is
denoted Bk. The signal received by a user k is given by [12]:

yk =
∑

b∈Bk

√
pb,khb,kxb,k+

K∑

i=1,i̸=k

∑

j∈Bi

√
pj,khj,kxj,i+n, (1)

where pb,k is the power received by user k from BS b, hb,k ∈
C1×M is the complex Gaussian channel between user k and
BS b, n is the AWGN and xb,k ∈ CM×1 is the MRT data
vector transmitted from BS b to the user k and is given by:

xb,k =
hT
b,k

∥hb,k∥
sk, (2)

sk ∈ C is the normalized information symbol intended to user
k from BS b. The received power pb,k includes path-loss and
shadowing:

pb,k = PTCd−η
b,k10

ξb,k
10 , (3)

where PT is the total transmit power of BS b, C is a constant,
db,k is the distance between the considered user and BS b, η is
the path-loss exponent and ξb,k is a Normal random variable
with zero mean and standard deviation σ.

The output SINR perceived by a user k is given by:

γk =

(∑
b∈Bk

√
pb,khb,k

hT
b,k

∥hb,k∥

)2

∑K
i=1,i̸=k

∣∣∣∣
∑

j∈Bi

√
pj,khj,k

hT
j,i

∥hj,i∥

∣∣∣∣
2

+ σ2
n

, (4)

=

(∑
b∈Bk

√
pb,k ∥hb,k∥

)2

∑K
i=1,i̸=k

∣∣∣∣
∑

j∈Bi

√
pj,khj,k

hT
j,i

∥hj,i∥

∣∣∣∣
2

+ σ2
n

. (5)

In dense urban interference limited system, the noise power
can be neglected compared to the interference power, thus the
SINR can be approximated as:

γk ≈ X

Y
, (6)

where

X =

(
∑

b∈Bk

√
pb,k ∥hb,k∥

)2

, (7)

Y =
K∑

i=1,i̸=k

∣∣∣∣∣∣

∑

j∈Bi

√
pj,khj,k

hT
j,i

∥hj,i∥

∣∣∣∣∣∣

2

. (8)

III. OUTAGE PROBABILITY

The outage probability is an important QoS performance
metric since it measures the probability of failure to satisfy a
required threshold for a given service. It is defined as:

Pout = P [γk < γth] ≈ P [
X

Y
< γth], (9)

where γth is the SINR threshold value characterizing the
considered service.

Let us derive the PDF of X . X can be written as:

X = U2, U =
∑

b∈Bk

√
pb,k ∥hb,k∥ . (10)

U can also be written as:

U =
∑

b∈Bk

√
pb,k

√√√√
M∑

i=1

|hb,k,i|2. (11)

To the best of our knowledge, there is no possible closed
form expression for the PDF of U . We will hence use
the central limit approximation for causal functions [13]. It
permits to approximate the sum of positive independent and
not necessarily identically distributed random variables by a
Gamma distribution given by:

fU (u) =
uν−1e−

u
θ

Γ(ν)θν
. (12)

where ν = E[U ]2

var(U) and θ = var(U)

E[U ]
.

To derive ν and θ, let us calculate the mean and the variance
of U , E[U ] can be derived as follows:

E[U ] =
∑

b∈Bk

√
pb,kE

⎡

⎣

√√√√
M∑

i=1

|hb,k,i|2

⎤

⎦ . (13)

Denoting V =
√∑M

i=1 |hb,k,i|2, it can be noticed, that V is a
square root of a Gamma distributed random variable and thus
we can write the PDF of V as:

fV (v) =
2

(M − 1)!
v2M−1e−v2

, (14)

E[V ] can be derived using (14) and is given by:

E[V ] =

∫ ∞

0

2

(M − 1)!
v2Me−v2

dv =
(2M − 1)!!

2M (M − 1)!

√
π,

(15)
where (2N + 1)!! = 1 × 3 × 5... × (2N + 1) and (2N)!! =
2× 4× ...(2N). From (13), E[U ] is given by:

E[U ] =
(2M − 1)!!

2M (M − 1)!

√
π

∑

b∈Bk

√
pb,k. (16)

The variance of U can be derived as follows:

var(U) = E[
∑

b∈Bk

√
pb,k ∥hb,k∥

∑

n∈Bk

√
pn,k ∥hn,k∥]

− (E[
∑

b∈Bk

√
pb,k ∥hb,k∥])2,

=
∑

b∈Bk

pb,kE[∥hb,k∥2]−
∑

b∈Bk

pb,kE[∥hb,k∥]2

= (M − π(
(2M − 1)!!

2M (M − 1)!
)2)

∑

b∈Bk

pb,k. (17)

The parameters ν and θ are thus given by:

ν =
(2M − 1)!!2

M22M (M − 1)!2−π(2M − 1)!!2
(
∑

b∈Bk

√
pb,k)2∑

b∈Bk
pb,k

,

(18)

θ =
M22M (M − 1)!2−π(2M − 1)!!2

2M (M − 1)!(2M − 1)!!
√
π

∑
b∈Bk

pb,k∑
b∈Bk

√
pb,k

.(19)
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Using the Gamma approximation of the PDF of U , we can
derive the CDF of X as follows:

FX(v) =

∫ √
v

0

uν−1e−
u
θ

Γ(ν)θν
du, (20)

=
γ(ν,

√
v
θ )

Γ(ν)
, (21)

where γ(., .) is the lower incomplete Gamma function and
Γ(.) is the Gamma function.

It is clear from (16) and (17) that adding new cooperating
BSs improves the mean useful signal power but increases also
its variability. We can also show that the mean and the variance
are increasing with M .

Let us derive, now, the PDF of Y . We can write the
expression (8) as:

Y =
K∑

i=1,i̸=k

∣∣∣∣∣∣

∑

j∈Bi

√
pj,kgj,k,i

∣∣∣∣∣∣

2

, (22)

where gj,k,i = hj,k
hT

j,i

∥hj,i∥ . It was proven in [14], that, since

the elements of hj,k and hj,i are zero-mean complex Gaussian
random variables, gj,k,i is also complex Gaussian independent
of hj,i. Let ck,i =

∑
j∈Bi

√
pj,kgj,k,i, it is the sum of

independent complex Gaussian random variables. Y can be
written as:

Y =
K∑

i=1,i̸=k

|ck,i|2 , (23)

{ck,i}(i=1...K,i̸=k) being independent zero-mean complex
Gaussian elements with variances:

λi,k = var(ck,i) =
∑

j∈Bi

pj,k. (24)

The PDF of Y is, hence, given by [15]:

fY (y) =
K∑

i=1,i̸=k

Πi

λi,k
exp(− y

λi,k
), (25)

where Πi =
∏

p=1..K,p̸=k,p̸=i
λp,k

λp,k−λi,k
.

Some {λp,k}p=1..K,p̸=k may be equal. In this case, a very
small number can be added to differentiate equal terms [15]
and hence the distribution (25) is still valid and yields good
results.

Having the PDF of X and the PDF of Y , and since
they are independent random variables, we derive the outage
probability as follows:

P (γk < γth) =

∫ ∞

0
FX(γthy)fY (y)dy, (26)

=
K∑

i=1,i̸=k

Πi

λi,kΓ(ν)
×

∫ ∞

0
exp(− y

λi
)γ(ν,

√
γthy

θ
)dy. (27)

The outage probability is given by [16]:

P (γk < γth)=
K∑

i=1,i̸=k

Πi

(√
γthλi,k

2θ

)ν

U

(
ν

2
,
1

2
,
γthλi,k

4θ2

)

(28)
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Fig. 1. Comparison between simulated and analytical results of the outage
probability without CoMP and with CoMP MRT strategy for 3, 4 or 5
cooperating BSs.

where U(., ., .) is the confluent hypergeometric function of
second kind. Expression (28) is a closed form approximation
of the outage probability. It is a finite sum over the number of
the active users in the network of easily computable elements
allowing for rapid evaluation of the cooperative MISO system
performance.

IV. SIMULATION RESULTS

Fig. 1 presents a comparison between simulated and theo-
retical outage probability. We consider a network of 19 BSs
equipped with 4 antennas (the central cell and two surrounding
rings of BSs). We consider N = 3, 4 or 5 cooperating BSs and
5 interfering clusters of BSs so that K = 6. A user is served
by the N BSs with smallest path-loss degradation. We first
generate 19 realizations of the shadowing using a lognormal
random variable with σ = 6 dB standard deviation. In each
iteration of our Monte Carlo simulation, the SINR is calculated
using these same realizations. All BSs emit a power of 20 W.
The cell radius is Rc = 500 m and the considered mobile
station is at a distance d = 400 m from the central BS (cell-
edge user). The path-loss exponent is η = 3.41. In an urban
environment and considering a frequency carrier f0 = 2 GHz,
the path-loss constant C = 4.95×10−4 [17]. The figure shows
that there is a good match between simulations and analytical
results. We can see that the approximation is all the more
precise when the number of BSs is larger; however, it still
holds even for a small number of cooperating BSs (3 or 4
BSs). We can also notice the considerable gain of performance
of the CoMP strategy over the non cooperative one.

In Fig. 2 we plot the outage probability of the SIR and of
the SINR for Rc = 500 m and Rc = 1 Km. Thermal noise
power is computed as σ2

n = N0W where N0 = −174 dBm/Hz
is the noise density power and W is the system bandwidth.
Considering the same system parameters as for Fig. 1, it can be
seen that for a dense urban environment where Rc ≤ 500 m
and for a bandwidth of W = 20 MHz, the two curves are
superposed, thus the influence of the noise power is negligible
compared to the interference power. In this case the system
is said interference limited. The difference between SIR and
SINR outage probability becomes significant only for large
cell ranges (Rc ≥ 1 Km), large system bandwidths (W ≥
10 MHz) and high SINR. On Fig. 2, we can note however
that even for Rc = 1 Km, W = 20 MHz, our formula can be



BEN CHEIKH et al.: ANALYTICAL JOINT PROCESSING MULTI-POINT COOPERATION PERFORMANCE IN RAYLEIGH FADING 275

5 10 15 20 25 30
0

0.2

0.4

0.6

0.8

1

�
th

 (dB)

O
ut

ag
e 

pr
ob

ab
ili

ty
d=0.9 Km, Rc=1 Km

 

 

5 10 15 20 25 30
0

0.2

0.4

0.6

0.8

1

�
th

 (dB)

W=20 MHz, d=400 m, R
c
=500 m

 

 

�
n
2=N

0
W

�
n
2=0

W=5MHz
W=10MHz
W=20MHz
�

n
2=0

Fig. 2. Impact of the noise power on the outage probability.
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Fig. 3. Outage probability versus SINR threshold for a downlink multicellular
system using CoMP and M = 1, 2, 4 antennas per BS.

efficiently used in the low SINR region (for coverage studies
for example).

In Fig. 3 we fix N = 3 and varies M = 1, 2 or 4. Again,
we notice that our formula provides a good approximation of
the outage probability. As an expected result, we can observe
that increasing the number of antenna per BS enhances the
system performance and that the improvement is decreasing
with M . This is a classical result related to the diversity gain
brought by multiple antenna at the BSs.

V. CONCLUSION

In this paper, the performance of the joint processing
maximum ratio transmission technique was studied in terms
of outage probability. A closed-form expression has been
derived using a Gamma approximation of useful power PDF
and an exact interference power PDF. Simulation validates the
derived outage probability expression. Our model is definitely
optimistic since we assume perfect CSI at the transmitter. A

more realistic approach should take into consideration the
imperfectness of the CSI or consider open loop diversity
achieving techniques, e.g., space time coding.
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Abstract—Extensive research in recent years has shown the
benefits of cognitive radio technologies to improve the flexibility
and efficiency of spectrum utilization. This new communication
paradigm, however, requires a well-designed spectrum allocation
mechanism. In this paper, we propose an auction framework
for cognitive radio networks to allow unlicensed secondary users
(SUs) to share the available spectrum of licensed primary users
(PUs) fairly and efficiently, subject to the interference tempera-
ture constraint at each PU. To study the competition among SUs,
we formulate a non-cooperative multiple-PU multiple-SU auction
game and study the structure of the resulting equilibrium by
solving a non-continuous two-dimensional optimization problem.
A distributed algorithm is developed in which each SU updates
its strategy based on local information to converge to the
equilibrium. We then extend the proposed auction framework
to the more challenging scenario with free spectrum bands. We
develop an algorithm based on the no-regret learning to reach
a correlated equilibrium of the auction game. The proposed
algorithm, which can be implemented distributedly based on local
observation, is especially suited in decentralized adaptive learn-
ing environments as cognitive radio networks. Finally, through
numerical experiments, we demonstrate the effectiveness of the
proposed auction framework in achieving high efficiency and
fairness in spectrum allocation.

I. INTRODUCTION

Cognitive radio [1] has emerged in recent years as a
promising paradigm to enable more efficient and spectrum
utilization. Apart from the conventional command and control
model, three more flexible spectrum management models are
presented in [2], namely, exclusive use (or operator sharing),
commons and shared use of primary licensed spectrum. In the
last model, unlicensed secondary users (SUs) are allowed to
access the spectrum of licensed primary users (PUs) in an
opportunistic way. In such a model, a well-designed spectrum
allocation mechanism is crucial to achieve efficient spectrum
usage and harmonious coexistence of PUs and SUs. On one
hand, the radio resource allocation mechanism should ensure
that the spectrum resource (unused by PUs) is allocated
efficiently and fairly among SUs. On the other hand, the
communication of PUs should not be disturbed by the SUs.

In this paper, we tackle the challenging research problem of
designing efficient spectrum allocation mechanism for cogni-
tive radio networks. We consider a generic network scenario
in which multiple PUs and SUs coexist. To use the spectrum
resource efficiently, the SUs share the available spectrum of

∗This work is supported by the project TEROPP (technologies for TER-
minal in OPPortunistic radio applications) funded by the French National
Research Agency (ANR).

the PUs under the condition that the interference temperature
constraint [3] is always satisfied at each PU, i.e. the total
received power of the SUs at each PU should be kept under
some threshold in order to protect the PU’s traffic. The
considered scenario can represent various network scenarios,
e.g. the PUs are the access points of a mesh network and the
SUs are the mobile devices.

In our work, we develop an auction framework to allow SUs
to share the available spectrum of PUs. Under the proposed
auction framework, each PU acts as a resource provider by (1)
announcing a price and a reserve bid (2) allocating the received
power as a function of the bids submitted by SUs. Each
SU acts as a customer by (1) submitting a two-dimensional
bid indicating which PU to bid for resource and how much
to bid (2) paying the chosen PU an amount of payment
proportional to the allocated resource and the announced price.
To study the competition among SUs, we formulate a non-
cooperative auction game and study the structure of the result-
ing Nash equilibrium (NE) by solving a non-continuous two-
dimensional optimization problem. A distributed algorithm is
developed in which each SU updates its strategy based on local
information to converge to the NE. Our analysis can serve as
a decision and control framework for the SUs to exploit the
underutilized spectrum resource.

We then extend the proposed auction framework to the
more challenging scenario with free spectrum bands. In this
context, a SU should strike a balance between accessing a free
spectrum band with more interference if the competitors take
the same strategy, and paying more for communication gains
by staying with a licensed band. We show that the ping-pong
effect may occur under the best-response update, i.e., a SU
keeps switching between the free band and a licensed band.
To eliminate the ping-pong effect, we develop an algorithm
based on the no-regret learning [4] to reach a correlated equi-
librium (CE) [5] of the auction game. The proposed algorithm,
which can be implemented distributedly and requires only
local observation, is especially suited in decentralized adaptive
learning environments as cognitive radio networks.

Due to their perceived fairness and allocation efficiency [6],
auctions are among the best-known market-based mechanisms
to allocate spectrum [7], [8], [9], [10], [11], [12]. In most
proposed auctions, the spectrum resource is treated as goods
in traditional auctions studied by economists, i.e., one licensed
band (or a collection of multiple bands) is awarded to one
SU. However, spectrum auction differs from conventional
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auctions in that it has to address radio interference. Spectrum
auction is essentially a problem of interference-constrained
resource allocation. Only a few papers have discussed spec-
trum auctions under interference constraint, among which [11]
and [12] studied conflict-free spectrum allocation with high
spectrum efficiency. [10] developed an auction-based spectrum
sharing framework to allow a single spectrum manager to
share its spectrum with a group of users, subject to the
interference temperature constraint at the measurement point, a
requirement proposed by FCC in [3]. Based on the same model
as [10], our work is among the relative few that investigate
the interference-constraint radio resource allocation problem
under the auction framework. Compared with previous work,
we make the following key contributions:

• Existing auction mechanisms mainly focus on single-
PU scenario with very limited analytical and numerical
studies on multiple-PU case. Our work, however, conduct
an in-depth analysis on the spectrum auction for multiple
PUs to allocate their spectrum to multiple SUs efficiently
and fairly. As a distinctive feature of the proposed auction
framework, the SUs’ strategy (bid) is two-dimensional
and non-continuous, leading to a competition scenario
with more complex interactions among players and re-
quiring an original study of the resulting equilibrium.

• We investigate the spectrum auction with free spectrum
bands and develop a distributed adaptive algorithm based
on no-regret learning to converge to a CE of the auction
game. To the best of our knowledge, our work is the first
to adapt the auction framework to address the spectrum
sharing problem in heterogeneous environments with both
licensed and free bands.

The rest of this paper is structured as follows. Section II
presents our system model and auction framework followed
by the formulation of the non-cooperative auction game.
Section III solves the auction game and analyzes the struc-
tural properties of the resulting NE. Section IV extends our
auction framework to the more challenging scenario with free
spectrum bands. Simulation results are presented in Section V.
Section VI concludes the paper.

II. SYSTEM MODEL AND SPECTRUM AUCTIONS

This section introduces the notation and the system model
of our work, followed by the presentation of the proposed
spectrum auction framework and the formulation of the auction
game under the framework.

A. Cognitive radio network model

We consider a cognitive radio network consisting of a set
of primary users referred to as PUs and a set of secondary
transmitter-receiver pairs referred to as secondary users or
SUs. We use N = {1, 2, · · · , N} and M = {1, 2, · · · ,M}
to denote the PU set and the SU set, respectively. We use
Si and Di to denote the transmitter and the receiver of SU
i ∈ M. Each PU n ∈ N operates on a spectrum band n with
bandwidth Bn that is non-overlapped with the spectrum bands
of other PUs, i.e. n1

⋂
n2 = Φ,∀n1, n2 ∈ N .1

1The extension of our analysis to the more competitive scenario where the
PUs’ bands are overlapped with each other is left for future work.

SU i’s valuation of the spectrum is defined by a utility func-
tion Ui(γi), where γi is the received signal-to-interference-
plus-noise ratio (SINR) at SU i’s receiver Di. Ui(γi) character-
izes the application payoff (e.g. satisfaction level) of SU i from
SINR γi. We assume Ui(γi) is continuously differentiable,
strictly increasing and concave in γi with Ui(0) = 0. For each
SU i, the received SINR using PU n’s band is given by

γi =
pihii

n0Bn +
∑

j ̸=i pjhji
, (1)

where pi denotes SU i’s transmission power, hji denotes the
channel gain from SU j’s transmitter Sj to SU i’s receiver
Di, n0 denotes the background noise power spectral density.

In the considered scenario, to ensure that the transmissions
of PUs are not significantly degraded by the SUs, an inter-
ference temperature constraint is imposed such that the total
received power of SUs at PU n must satisfy

M∑

i=1

pigin ≤ Pn ∀n ∈ N ,

where gin is the channel gain from Si to PU n, Pn is the
tolerable interference threshold at PU n.

B. Spectrum auction framework

We apply auction mechanisms to tackle the spectrum allo-
cation problem. By definition, an auction is a decentralized
market mechanism for allocating resources and can be formu-
lated as a non-cooperative game, where players are bidders,
strategies are bids, both allocations and payments are functions
of bids. A well-known auction is the Vickrey-Clarke-Groves
(VCG) auction [6], which is shown to have social optimal
outcome. However, the VCG auction requires global informa-
tion to perform centralized computations. To overcome this
limitation, two one-dimensional share auction mechanisms,
namely the SINR auction and the power auction are proposed
in [10] to study the spectrum allocation problem in single-PU
networks. In the following, we extend the work of [10] to the
multiple-PU scenario by proposing the two-dimensional SINR
and power auction, as shown in Algorithm 1.2

Algorithm 1 Two-dimensional spectrum auction algorithm
Price announcing: Each PU n announces a reserve bid βn

and a price πn > 0.
Bidding: Based on βn and πn, each SU i submits a bid
(ai, bi) where ai ∈ N and bi ≥ 0.
Spectrum allocation: Each SU i is allocated a transmission
power pi from PU ai as follows:

pi =
Pai

giai

bi∑
j∈M,aj=ai

bj + βai

. (2)

Payment collection: Each SU i pays PU ai a payment Ci =
πaiγigiai in the SINR auction and Ci = πaipigiai in the
power auction.

2In our study, we assume that SUs are honest, and indeed make the
payments. We do not consider the issue of payment enforcement, which may
require a separate mechanism and is beyond the scope of the paper.
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Under the above auction framework, the received SINR of
SU i is

γi =
Pai

hii
giai

bi

n0Bai

⎛

⎝
∑

j∈M,aj=ai

bj + βai

⎞

⎠ +
∑

j∈M,aj=ai,j ̸=i

Pai

hji

gjai

bj

. (3)

In contrast to [10] where SUs are charged the same price
per unit SINR, we apply the economic concept of price dis-
crimination in the proposed SINR auction by imposing giai as
a user-dependent pricing factor on SU i. The design rationale
is that for two SUs choosing the same PU, the SU causing
more interference at the PU should be charged more per unit
SINR than the SU causing less interference. As we will show
via numerical experiments, this feature is especially suited in
multi-PU case by resulting a more balanced equilibrium. For
the power auction, noticing that the received power of SU i
at PU ai is pigiai , the auction scheme actually implements a
pricing policy under which a price πn per unit received power
is imposed by PU n to the SUs connecting to it.

C. Non-cooperative spectrum auction game formulation

Under the proposed auction framework, we model the
interaction among SUs as a non-cooperative spectrum auction
game, denoted as GNSA and GNPA for the SINR and power
auction, respectively.3 Let si = (ai, bi) denote the strategy of
SU i and s−i denote the strategy of the SUs except i, given the
price vector π = (πn, n ∈ N ), each SU i chooses its strategy
si to maximize his surplus function defined as follows:

Si(si, s−i) = Ui(γi(si, s−i)) − Ci(si, s−i).
The resulting non-cooperative SINR (power) auction game

can then be defined formally as:

GNSA(GNPA) : max
si=(ai,bi),ai∈N ,bi≥0

Si(si, s−i), ∀i ∈ M.

The solution of the auction game is characterized by a Nash
Equilibrium (NE), a strategy profile s∗ = (s∗i , s∗−i) from which
no player has incentive to deviate unilaterally [13], i.e.,

Si(s∗i , s
∗
−i) ≥ Si(si, s

∗
−i), ∀i ∈ M,∀ai ∈ N ,∀bi ≥ 0.

As a distinguished feature from the single-PU auction, the
auction framework proposed in our work is two-dimensional
and involves both PU selection and bid adjustment, which
leads to a competition scenario with more complex interactions
among players. Consequently, characterizing structural prop-
erties of the auction game in our context requires an original
study of the game equilibria that cannot draw on existing well-
known results, as will be shown in later analysis.

III. SOLVING THE AUCTION GAME: NE ANALYSIS

In this section, we solve the auction game by deriving the
NE of the game and study the structure properties of the NE.
To this end, we focus on the following optimization problem

3In this work, we do not consider the PUs as players. A significant extension
of our work presented in this paper is to model the spectrum auction as a
Stackelberg game, in which the PUs are the leaders that choose their strategy
(price) first, and the SUs are the followers that respond by choosing their
strategies (bids) accordingly, knowing the leaders’ strategies [13]. We leave
this extension of exploring the Stackelberg game for future work.

faced by each SU i in the spectrum auction game, given the
price of PUs π = {πn, n ∈ N} and strategies of others s−i:

s∗i = (a∗
i , b

∗
i ) = argmax

si

Si(si, s−i), (4)

which, according to the following lemma, can be written as
s∗i = (a∗

i , b
∗
i ) = argmax

ai∈N
argmax

bi≥0
Si(si, s−i).

Lemma 1. max
(ai,bi)

Si(si, s−i) = max
ai∈N

max
bi≥0

Si(si, s−i).

Proof: On one hand, it follows from (4) that
Si((a∗

i , b
∗
i ), s−i) ≥ max

ai∈N
max
bi≥0

Si((ai, bi), s−i).4

On the other hand, we have
max
ai∈N

max
bi≥0

Si((ai, bi), s−i) ≥ max
bi≥0

Si((a∗
i , bi), s−i)

≥ Si((a∗
i , b

∗
i ), s−i).

Combining the above results completes our proof.

A. SINR auction

We start with the SINR auction game. Unlike the single-
PU auction studied in [10], where each SU maximizes its
surplus function over its bid only, the SU optimization problem
in the multiple-PU case is a joint two-dimensional problem
over the submitted bid and the PU to whom the SU bids
for spectrum. To solve the SUs’ optimization problem, a
straightforward way to find (a∗

i , b
∗
i ) is to search over all

possible PU settings and perform optimization over bid for
every setting, which is computationally intensive and makes
the resulting NE intractable. In our analysis, we overcome
this technical difficulty by decomposing the two-dimensional
optimization problem based on the structural properties of the
surplus function, detailed in Lemma 2.

Lemma 2. For each SU i, given π and s−i, it holds that
a∗

i = argmax
n∈N

Si(γ∗
in) = argmax

n∈N
Ui(γ∗

in) − πnginγ∗
in,

where γ∗
in = min{U ′−1

i (πngin), Pnhii/(n0Bngin)},∀n ∈ N .

Proof: Let γin denote the SINR of SU i when connecting
to PU n, recall (3), we can show that:

1) γin is upper-bounded by Pnhii/(n0Bngin);
2) For γin ≤ Pnhii/(n0Bngin), there is an one-to-one

mapping between γin and bi.
From Lemma 1, the optimization problem of SU i is thus

equivalent to the following one:
max
n∈N

max
γin≤ Pnhii

n0Bngin

Si(n, γin).

Moreover, when choosing PU n, Si can be written as a
function of γin as

Si(γin) = Ui(γin) − πnginγin,

whose derivative is
∂Si

∂γin
= U ′

i(γin) − πngin.

Following the concavity of Ui, U ′
i is monotonously de-

creasing in γin. Hence Si is a quasi-concave function
of γin, thus has a unique global maximizer γ∗

in =

4For the sake of simplicity, in case of non-ambiguity, we note
Si((a∗

i , b∗i ), s−i) as a function of si, i.e. Si(si) or Si(a∗
i , b∗i ).
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min {U ′−1
i (πngin), Pnhii/(n0Bngin)}. The maximum of Si

under PU n is given by Si(γ∗
in). It then follows that

a∗
i = argmax

n∈N
Si(γ∗

in) = argmax
n∈N

Ui(γ∗
in) − πnginγ∗

in,

where γ∗
in = min{U ′−1

i (πngin), Pnhii/(n0Bngin)}.
Specifically, when πn is significantly large, more precisely,

πngin ≥ U ′
i(Pnhii/n0Bngin),∀n ∈ N ,∀i ∈ M, Lemma 2

can be simplified to Corollary 1.

Corollary 1. If πngin ≥ U ′
i(Pnhii/n0Bngin),∀n ∈ N ,∀i ∈

M, it holds that a∗
i = argminn∈N πngin.

Proof: Recall that Ui(γi) is concave in γi,
πngin ≥ U ′

i(Pnhii/n0Bngin) leads to U ′−1
i (πngin) ≤

Pnhii/(n0Bngin). It then follows from Lemma 2 that
γ∗

in = U ′−1
i (πngin) and

a∗
i = argmax

n∈N
Si(U ′−1

i (πngin))

= argmax
n∈N

Ui(U ′−1
i (πngin)) − πnginU ′−1

i (πngin).

Let x = πngin, regard Si = Ui(U ′−1
i (x)) − xU ′−1

i (x) as a
function of x, after some mathematical operations, we have

∂Si

∂x
= −U ′−1

i (x),

which, following the concavity of Ui, is non-positive. Si(x)
is thus non-increasing in x. Hence

a∗
i = argmax

n∈N
Si(U ′−1

i (πngin)) = argmin
n∈N

πngin,

which concludes our proof.
If we denote πngin as the effective price for SU i when

choosing PU n, Corollary 1 states that SU i always chooses
the PU with the minimum effective price.

As the key results of this subsection, we have demonstrated
that in the SINR auction game, the choice of PU only
depends on the effective price set by PUs. Consequently, the
optimization problem of each SU i can be decomposed into
two sub-problems, which can be performed sequentially:

1) i chooses PU a∗
i based on the effective price of PUs and

stay with PU a∗
i ;

2) i performs bid optimization by adjusting its bid submit-
ted to PU a∗

i , which is degenerated into single-PU case.
The following theorem on the NE of the SINR auction game

is then immediate whose proof follows straightforwardly from
that of Theorem 1 and Proposition 6 in [10].

Theorem 1. For the SINR auction with βn > 0,∀n ∈ N ,
there exists a threshold price vector πs

th = {πs
th,n, n ∈ N}

such that if the price vector π > πs
th,5 a NE exists to which

the best response update converges. The NE is unique if a∗
i

is singleton for every SU i. On the other hand, if there exists
some n0 ∈ N such that πn0 ≤ πs

th,n0
, there is no NE.

B. Power auction

In this subsection, we turn to the power auction game. As
the payment function Ci in the power auction has a different
structure to that in the SINR auction (i.e. Ci is a function of pi

instead of γi), the decomposition in the previous analysis on
the SINR auction is no more applicable here. To characterize

5Throughout the paper, the inequality between two vectors is defined as
the inequality in all components of the vectors.

the equilibrium of the power auction game, we make the
following approximation in the subsequent analysis:∑

aj=ai,j ̸=i

bj ≫ bi,∀i ∈M, or equivalently,
∑

sj=ai,j ̸=i

bj ∼
∑

sj=ai

bj . (5)

The approximation (5) is accurate in large systems where the
bid variation of any individual player has neglectable influence
on the system state. More specifically, under (5), the impact
of bi on the interference at the receiver Di, denoted as Ii, can
be neglected, in other words, Ii can be regarded independent
w.r.t. bi. The utility function of SU i can then be written as:

Si = Ui(γi) −
πaigiaiIi

hii
γi.

where Ii = n0Bai +
∑

j∈M,j ̸=i,aj=ai
pjhji.

To solve the power auction game, we transform the original
game GNPA into another game G′

NPA in which the strategy
of SU i is (ai, γi) instead of (ai, bi) in GNPA. Under the
approximation (5), γi can be regarded as a linear function
of bi. As Ii is independent w.r.t. bi, any unilateral change in
bi can be transformed into related change in γi without any
influence on γ−i. Thus the original game GNPA is equivalent
to the transformed game G′

NPA, formally expressed as
G′

NPA : max
si=(ai,γi)

Si(si, s−i), i ∈ M.

We now concentrate on the new game G′
NPA. Performing

the same analysis as Lemma 1 and Corollary 1 by noticing
that Ii ≥ n0Bai , we have the following result that decouples
the PU selection and the adjustment of γi in G′

NPA.

Lemma 3. If πnginn0Bn/hii ≥ U ′
i(Pnhii/n0gin),∀n ∈

N ,∀i ∈ M, it holds that a∗
i = argminn∈N πnginIi/hii.

Compared with the SINR auction game where the effective
price imposed by PU n to SU i is πngin, in the power auction
game, the corresponding effective price becomes πnginIi/hii.
Lemma 3 states that SU i always chooses the PU with the
minimum effective price. Armed with Lemma 3, we can then
establish the existence of NE in G′

NPA under the condition
that the prices set by PUs are sufficiently high.

Theorem 2. Under the approximation (5) and the condition
in Lemma 3, G′

NPA admits a NE.

Proof: For any SU i, under the strategy of others s−i =
(a−i, γ−i), it follows from Lemma 3 that i chooses PU a∗

i =
minn∈N πnginIi/hii, i.e., for any a′

i ̸= a∗
i , it holds that

πa∗
i
hia∗

i
Ii(a∗

i )
hii

≤
πa′

i
hia′

i
Ii(a′

i)
hii

.

It then follows that for any γi ≥ 0

Si(a∗
i , γi) = Ui(γi) −

πa∗
i
hia∗

i
Ii(a∗

i )
hii

γi ≥

Ui(γi) −
πa′

i
hia′

i
Ii(a′

i)
hii

γi = Si(a′
i, γi),

which implies that given the opponents’ strategy, choosing PU
a∗

i is always the dominating strategy for any γi.
On the other hand, performing the same analysis as

Lemma 1, we can show that in G′
NPA,

max
(ai,γi)

Si(si, s−i) = max
γi

max
ai

Si(si, s−i).

The optimization problem for SU i thus becomes
max
(ai,γi)

Si(si, s−i) = max
γi

Si(a∗
i , γi),
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in which the utility function of SU i is Si(a∗
i , γi), which

is concave in γi. Furthermore, it follows from Ii ≥ n0Bn

and pi ≤ Pn/giai when SU i chooses PU n that γi ≤
maxn∈N hiiPn/(giain0Bn). Thus the strategy space γ =
(γi, i ∈ M) is a nonempty, convex, and compact set. It then
follows from Theorem 1 in [14] that G′

NPA admits a NE.
Due to the complexity of the power auction game in which

each SU has to solve a two-dimensional, non-continuous and
non-decomposable optimization problem, we do not have a
formal proof of the uniqueness of the NE and the convergence
under the best response update. However, our experiment
results show that the convergence is achieved in the vast
majority of cases (cf. Section V-C).

C. The two-level game model

To get more insight on the structure of the auction game,
we introduce and analyze in this subsection the following two-
level game model: the lower level bidding game under fixed
PU setting (Definition 1) and the higher level PU selection
game (Definition 2).

Definition 1. Given a fixed PU setting a = {ai, i ∈ M},
the bidding game, denoted as GB

NSA(a) and GB
NPA(a)

for the SINR and power auction respectively, is a tuple
(M,A, {Si, i ∈ M}), where the SU set M is the player set,
A = [0,+∞)M is the strategy set, {Si} is the utility function
set with Si being the surplus function. Each player (SU) i
selects its strategy (bid) bi ≥ 0 to maximize its utility Si.

The above defined bidding game can be analyzed in the
same way as the single-PU bidding game presented in [10]
with the following result on the NE.

Lemma 4. For the SINR auction (for the power auction under
the approximation (5)) with βn > 0,∀n ∈ N , there exists a
threshold price vector πsb

th(a) (πpb
th(a)) such that there exists

a NE to which the best response update converges if the price
vector π > πsb

th(a) (π > πpb
th(a)), there is no NE otherwise.

Proof: The proof for the SINR auction follows immedi-
ately from Theorem 1 and Proposition 6 in [10]. For the power
auction, we show that under the condition in the lemma, the
best response function has the same structure as that in the
SINR auction in [10] whose convergence to NE is proven
(Theorem 1 in [10]). To this end, recall that under (5), the
utility function can be written as

Si = Ui(γi) −
πgi0Ii

hii
γi,

where Ii is independent of bi. For each SU i, we can solve
the best response bi = B(b−i) as follows:⎧
⎪⎪⎨

⎪⎪⎩

bi = +∞ if π ≤ hii
Iigi0

U ′
i(

Paihii

n0Baigiai
)

π = hiiU
′
i(γi)

Iigi0
if hii

Iigi0
U ′

i(
Paihii

n0Baigiai
) < π < hii

Iigi0
U ′

i(0)

bi = 0 if π ≥ hii
Iigi0

U ′
i(0)

(6)

Noticing the structural similarity between (6) and (22) in [10],
we can establish the existence of NE and the convergence to
the NE under the best response update (6).

Definition 2. The PU selection game, denoted as GPU
NSA and

GPU
NPA for the SINR and power auction respectively, is a tuple

(M,A = {Ai}, {Ŝi, i ∈ M}), where M is the player set,

Ai = N is the strategy set of SU i, the utility function of
SU i is defined as Ŝi(ai, a−i) ! Si(a,b∗) where b∗(a) =
{b∗i (a), i ∈ M} denotes the NE of the bidding game under
the PU setting a. Each player (SU) i selects its strategy (PU)
ai ∈ N to maximize its utility Ŝi.

To analyze the PU selection game, we write the optimization
problem of each SU i as

max
ai

Ŝi(ai, a−i) = max
ai

Si(a,b∗(a)).

Noticing that in the bidding game under PU setting a, it holds
that Si(a,b∗(a)) = maxbi Si(ai, bi), we thus have

max
ai

Ŝi(ai, a−i) = max
ai

max
bi

Si(ai, bi),

which, according to Lemma 1, is the same optimization
problem as for the global auction game analyzed previously.
Hence, we can map the NE of the PU selection game and the
corresponding bidding game to the NE of the global auction
game, as stated in the following theorem.

Theorem 3. Any (pure) NE of the auction game can be
mapped to a (pure) NE of the PU selection game a∗ and
the corresponding NE of the bid game b∗(a∗) under the PU
setting a∗, i.e., any pure NE of the power auction game can
be expressed as s∗ = (a∗

i , b
∗
i (a∗), i ∈ M).

By decomposing the global auction game into the PU
selection game and the bidding game, we introduce a two-level
architecture into the spectrum auction problem, in which the
higher level PU selection game is a finite strategy game. This
hierarchicalization can help us analyze the spectrum auction
in more complex scenarios, as explored in the next section.

IV. SPECTRUM AUCTION WITH FREE SPECTRUM BANDS

Until now, we have analyzed the spectrum auction game in
which the unlicensed SUs purchase spectrum resource from
licensed PUs. In this section, we extend our auction framework
to the more challenging scenario with free spectrum bands. In
such context, the SUs have the choice between accessing the
licensed spectrum bands owned by PUs which is charged as a
function of the enjoyed SINR or received power at PUs, and
switching to the unlicensed spectrum bands which are free
of charge but become more crowded when more SUs operate
in these spectrum bands. Consequently, the SUs should strike
a balance between accessing the free spectrum bands with
probably more interference and paying for communication
gains by staying with the licensed bands. In the subsequent
study, we assume that there is one free spectrum band available
for all SUs. The extension to multiple free band case is
straightforward.

We start with the SINR auction. In the new scenario
with a free band, we define the spectrum band set N =
{1, · · · , N,N +1} where band 1 to N are the licensed bands
processed by PU 1 to N , band N + 1 denotes the free band
with bandwidth BN+1. Compared with the previous analysis
without free spectrum band, each SU i has an additional choice
of switching to band N + 1 and the corresponding utility is

Si(N + 1) = Ui(γi), (7)

where γi is the SINR of SU i. It is obvious to see that all SUs
operating at BN+1 transmits at its maximum power, denoted
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as pmax
j , j ∈ M, to maximize their utility. Hence

γi =
pmax

i hii

n0BN+1 +
∑

j ̸=i,aj=N+1 pmax
j hji

.

From Corollary 1, each SU i faces the choice of accessing
the licensed band with minimum effective price and the free
band N + 1. As in Definition 1 and 2, we can define the
corresponding PU selection game and bidding game in the
new context6. The PU selection game is a finite strategy game
and hence has at least one pure or mixed NE. By performing
the same analysis as that in Section III-C, we can establish a
mapping between a NE of the auction game and a NE of the
PU selection game in the new context.

We then address the problem of how to reach a NE of the PU
selection game, which is also a NE of the global auction game.
We first notice that the myopic best response update in the PU
selection game is not guaranteed to converge to a NE. In fact,
during the course of PU selection, the SUs may notice that the
utility of accessing a licensed spectrum is higher than staying
in the free spectrum, and thus switch to the licensed spectrum
accordingly. Since the SUs do this simultaneously, the free
spectrum becomes under-loaded and the SUs will switch back
to the free spectrum in the next iteration. This phenomenon,
in which a player keeps switching between two strategies, is
known as ping-pong effect.

To eliminate the ping-pong effect, we develop an algorithm
based on the no-regret learning to converge to a correlated
equilibrium (CE) of the PU selection game, which is shown
to be a CE of the global auction game, too. Before presenting
the proposed algorithm, we first provide a brief introduction
on CE and no-regret learning.

A. Overview of correlated equilibrium

The concept of CE was proposed by Nobel Prize winner,
Robert J. Aumann [5], in 1974. It is more general than NE.
The idea is that a strategy profile is chosen randomly according
to a certain distribution. Given the recommended strategy, it
is to the players’ best interests to conform with this strategy.
The distribution is called CE, formally defined as follows.

Definition 3. Let G = (N , (Σi, i ∈ N ), (Si, i ∈ N )) be
a finite strategy game, where N is the player set, Σi is the
strategy set of player i and Si is the utility function of i, a
probability distribution p is a correlated equilibrium of G if
and only if ∀i ∈ N , ri ∈ Σi, it holds that∑

r−i∈Σ−i

p(ri, r−i)[Si(r′i, r−i) − Si(ri, r−i)] ≤ 0, ∀r′i ∈ Σi,

or equivalently,∑

r−i∈Σ−i

p(r−i|ri)[Si(r′i, r−i) − Si(ri, r−i)] ≤ 0, ∀r′i ∈ Σi.

The second formula means that when the recommendation to
player i is to choose strategy ri, then choosing strategy r′i ̸= ri

cannot lead to a higher expected payoff to i.

The CE set is nonempty, closed and convex in every finite
strategy game. Moreover, every NE is a CE and corresponds

6For the free band, there is no bidding game, or alternatively, we can define
a dumb bidding game for the free band, at the NE of which each SU choosing
the free band submits 0 as bid and the utility is given by (7)

to the special case where p(ri, r−i) is a product of each
individual player’s probability for different strategies, i.e., the
play of the different players is independent.

B. Overview of no-regret learning

The no-regret learning algorithm [4] is also termed regret-
matching algorithm. The stationary solution of the no-regret
learning algorithm exhibits no regret and the probability of
choosing a strategy is proportional to the “regret” for not
having chosen other strategies. For any two strategies ri ̸= r′i
at any time T , the regret of player i for not playing r′i is

RT
i (ri, r

′
i) ! max(DT

i (ri, r
′
i), 0), (8)

where

DT
i (ri, r

′
i) ! 1

T

∑

t≤T

(St
i (r

′
i, r−i) − St

i (ri, r−i)). (9)

DT
i (ri, r′i) has the interpretation of average payoff that

player i would have obtainned, if it had played r′i every time
in the past instead of ri. RT

i (ri, r′i) is thus a measure of the
average regret. The probability that player i chooses ri is a
linear function of the regret. For every period T , define the
relative frequency of players’ strategy r played till T periods
of time as follow:

zT (r) ! 1
T

N(T, r),

where N(T, r) denotes the number of periods before T that
the players’ strategy is r. As an important property, zT is
guaranteed to converge almost surely (with probability one)
to a set of CE in no-regret learning algorithm.

C. Proposed algorithm based on no-regret learning

In this subsection, we develop an algorithm (Algorithm 2)
based on no-regret learning and prove its convergence to a CE
of the SINR auction game.

Algorithm 2 No-regret learning algorithm: SINR auction
Initialization: For each SU i, let p denote a random number
between 0 and 1 and a∗

i = minn∈N πngin (if ai is not
a singleton, randomly choose one), set p0

ai=a∗
i

= p and
p0

ai=N+1 = 1−pai . Let T0 be a sufficient iteration duration.
for t = kT0, k = 1, 2, 3, · · · do

Select spectrum ai with probability pt
i(ai) and use best-

response update to converge to the NE of the bidding
game.
When the NE is achieved after sufficient time, update the
average regret Rt

i .
Let at

i denote the spectrum which SU i selects for
iteration t, let µ be a large constant, calculate pt+1

i as:{
pt+1

i (ai) = 1
µRt

i, ∀ai ∈ N , ai ̸= at
i

pt+1
i (ai) = 1 −

∑
n∈N ,n ̸=at

i
pt+1

i (n), ai = at
i

end for

Theorem 4. There exists a threshold price vector πth such that
if the price vector π > πth, the proposed algorithm converges
surely to a CE of the SINR auction game.

Proof: It follows from the structure of the bidding game
that a threshold price vector πth exists such that if the
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price vector π > πth, the convergence to the NE of the
bidding game is guaranteed under the given spectrum setting.
It then follows from the convergence property of the no-regret
learning that the proposed algorithm converges surely to a CE
of the PU selection game, denoted as p, i.e.,

∑

aj∈N ,j∈M,j ̸=i

p(a−i|ai)[Si((a′
i, b

′
i
∗), (a−i, b

′
−i

∗))−

Si((ai, b
∗
i ), (a−i, b

∗
−i))] ≤ 0, ∀a′

i ∈ N ,

where b∗i and b′∗i is the strategy of SU i at the NE of
the bidding game under the spectrum setting (ai, a−i) and
(a′

i, a−i), respectively. It follows from the NE definition of
the bidding game that

Si((a′
i, b

′
i
∗), (a−i, b

′
−i

∗)) = max
γi

Ui(γi) − πa′
i
gia′

i
γi.

On the other hand, we have
Si((a′

i, b
′
i), (a−i, b

∗
−i)) ≤ max

γi

Ui(γi) − πa′
i
gia′

i
γi, ∀b′i ≥ 0.

Hence, it holds that
∑

aj∈N ,j∈M,j ̸=i

p(a−i|ai)[Si((a′
i, b

′
i), (a−i, b

∗
−i))−

Si((ai, b
∗
i ), (a−i, b

∗
−i))] ≤ 0, ∀a′

i ∈ N , ∀bi ≥ 0,

indicating that p is also a CE of the SINR auction game.
As a desirable property, Algorithm 2 can be implemented

distributedly such that each SU i only needs to know the
price vector π, its own channel gain hii and that between Si

and each PU n gin. The best response update of the bidding
game can be implemented distributedly at each SU i based
on the knowledge of hii and gin, the measurement of n0

and the SINR γi, as detailed in [10]. We then show that the
average regret can be calculated at each SU without any other
information. Noticing (9) and recall the utility function of the
PU selection game in Definition 2, it suffices to show that
at each iteration t, Γt

i(at
i, a

t
−i) ! ∑

k≤t Ŝi(at
i, a

k
−i),∀at

i ∈ N
can be calculated distributedly.

In fact, at each iteration k, Ŝi can be calculated as

Sk
i =

{
Ui(

hiip
max
i

IN+1
i

) at
i = N + 1

Ui(γ∗
iat

i
) − πat

i
giat

i
γ∗

iat
i

at
i ̸= N + 1

,

where γ∗
iat

i
= U ′−1

i (πat
i
giat

i
), IN+1

i is the interference expe-
rienced by SU i when choosing the free band, which can be
measured locally. Γt

i can then be calculated by induction as

Γt
i =

{
U t

i (at
i, a

t
−i) t = 1

Γt−1
i (at

i, a
t−1
−i ) + U t

i (at
i, a

t
−i) t > 1

.

Consequently, the average regret can then be calculated
based on only local measurement, which leads to the entirely
distributed implementation of the proposed algorithm.

For the power auction, a similar distributed algorithm based
on no-regret learning can be derived with convergence to a CE.

V. SIMULATION ANALYSIS

In this section, we conduct simulations to evaluate the per-
formance of the proposed auction framework and demonstrate
some intrinsic properties of the proposed auction framework,
especially the fairness and efficiency, which are not explicitly
addressed in the analytical part of the paper. After presenting
the simulation setting, we introduce a reference power alloca-
tion scheme, called NAIVE, to which our proposed auction
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Fig. 1. Simulation setting

mechanisms are compared. In the first set of simulations,
we consider an illustrative scenario to compare the SINR,
power auctions with the NAIVE scheme. In the second set of
simulations, we focus on the power auction in realistic network
configurations with and without free spectrum band.

A. Simulation parameters and reference scheme

In our simulations, we consider a network of two PUs and
multiple SUs (transmitter-receiver pairs). PUs can be seen as
two access points or base stations covering two hexagonal
cells, as shown in Figure 1. They can accept a certain amount
of interference while allowing SUs to communicate during
uplink PU transmissions.

In all simulations, we set Bn = 5 MHz and Pn = 2n0Bn

∀n. We adopt a typical urban path-loss model (C2 NLOS
WINNER model [15] for WiMAX) with carrier frequency
fc = 3.5 GHz and path-loss exponent α = 3.5. Shadowing
effect is neglected.

In order to show the performance gain brought by our
solutions, we introduce a reference power allocation scheme
termed NAIVE. In NAIVE, SUs choose the furthest PU based
on the knowledge of channel gains gin

7. Each PU n then
allocates power pi = Pn/(Mngin) to SU i choosing it, where
Mn is the number of SU choosing PU n. In the scenario with
a free band, the SUs in the NAIVE scheme switch to the
free band with certain probability pfree (we analyze the cases
pfree = 1/2 and pfree = 1/3). This simple scheme serves as
the reference scheme for performance comparison.

B. Illustrative example: SINR and power auctions

We start with an illustrative example to compare the SINR,
power auctions and the NAIVE scheme. We consider the fixed
network configuration illustrated in Figure 1 with two PUs and
four SUs with θi ∈ [1, 20],∀i. There is no free band in this
example. The prices π1 = π2 are optimized by dichotomy8.

We study the dynamics of the spectrum acution game
under the best-response update. In the SINR auction, each
SU chooses the PU with the minimum effective price (cf.
Corollary 1) and then iteratively adjust its bid. Figure 2 (left)
shows the convergence of allocated power to SUs. After about
40 iterations, convergence is reached. Compared with the

7The rationale of the choice is that choosing the furthest PU causes the
least interference at the PU.

8Recall that the more competitive scenario where the PUs set their prices
to maximize their revenue consists of a significant extension of the current
work and is left for future studies.
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auction (right); final PU choice is shown for each SU with power auction.
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Fig. 3. Average utility per SU (left) and Jain’s fairness index calculated
based on Ui/θi (right) for SINR, power auctions and NAIVE

SINR auction where the choice of PU is done at the very
first iteration and is not modified afterwards, in the power
auction, the effective price is given by Lemma 3. As one part
of the effective price, Ii changes from one iteration to another
depending on the strategy of other SUs s−i, thus the choice
of PU may also vary from one iteration to another. However,
as shown in Figure 2 (right), the final allocated power of each
SU converges after about 10 iterations and the choice of PU is
stablized. Compared with the SINR auction, the power auction
converges in a faster but less smooth way.

In Figure 3, we focus on the efficiency and fairness of
the considered schemes by studying the average utility per
SU and the Jain’s fairness index [16]. The Jain’s index is
computed based on the normalized utility Ui/θi. From the
results, we observe that the SINR auction and the NAIVE
scheme have almost the same average utility, but the SINR
auction outperforms significantly the NAIVE scheme in terms
of fairness. The power auction, on the other hand, has a very
good performance in terms of both efficiency and fairness.

C. Realistic experiment: power auction

We now turn to more realistic scenarios. We focus on the
power auction as it achieves the best performance in the
above illustrative example. The power auction is also more
natural and realistic in that SUs pay for the interference
they create to PUs instead of the SINR they get as in the
SINR auction. In our simulation, the transmitters of SUs are
randomly located in each of the two cells. the receivers are
randomly drawn in a disk with radius 100m whose center is
the corresponding transmitter. We run Monte Carlo simulations
with 1000 snapshots. At each snapshot, SU locations are
randomly drawn with θi randomly drawn in [1, 20].
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1) Convergence: As explained in Section III-B, the best-
response update is not guaranteed to converge. We thus study
the convergence probability. We consider that the convergence
is achieved if the best-response update in the power auction
converges within 100 iterations, otherwise we consider that
the auction does not converge. Figure 4 shows the probability
of convergence as a function of the number of SU under this
criterion: in the vast majority cases (more precisely, in more
than 95% cases), convergence is achieved. In the subsequent
simulations, in case of non-convergence, the results are based
on the allocated power values after 100 iterations.

2) Load balancing: Figure 5 shows a scenario in which
PU 1 fixes its price π1 = 1030 and PU 2 varies its price π2

in the range [1025, 1035]. The total number of SUs M is set
to 40. As shown in the figure, the number of SUs choosing
PU 1 increases with π2. The results demonstrate the benefit
of the proposed power auction framework in load balancing
by adjusting the prices of PUs. This feature is obviously not
possible in NAIVE.

3) Efficiency and fairness: We now focus on two key
performance metrics: efficiency and fairness. To this end, we
compare the power auction and the NAIVE scheme in terms
of average utility per SU and the Jain fairness index in two
configurations. In the first configuration M/2 system, half of
SUs are geographically located in cell 1 and the other half in
cell 2. In the second configuration M-2 system, the number
of SUs in cell 2 is constant (M2 = 2), while the number
of SU in cell 1 is variable in cell 1 (M1 = M − 2). The
two configurations represent two typical network scenarios,
the balanced one with a homogeneous distribution of SUs and
the unbalanced one with a heterogeneous distribution of SUs.
As for the illustrative example, we set π1 = π2 and choose
the price by dichotomy for the given number of SUs.

Figure 6 (left) shows that the average utility per SU is
almost the same in the two configurations in the power auction
(see the M/2=M-2 MultiPU Power curve in the figure) and is
always higher than that in the NAIVE scheme. Figure 7 shows
that the Jain fairness index (calculated in the same way as in
the illustrative example) of power auction is always above that
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Fig. 6. Utility comparison in balanced (M/2) and unbalanced (M-2) scenarios
between power auction and NAIVE with (left) and without (right) free band
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Fig. 7. Fairness comparison in balanced (M/2) and unbalanced (M-2) scenario
between power auction and NAIVE

of NAIVE. In particular, in the unbalanced scenario, the power
auction outperforms significantly the NAIVE scheme.

4) Power auction with a free band: We now study the
power auction and the proposed no-regret learning algorithm
(Section IV-C) by introducing a free band of 5 MHz. pmax

i =
20 dBm, ∀i ∈ M. In the simulation, SUs in the NAIVE
scheme choose the free band with probability pfree = 1/2
or pfree = 1/3 and emit at the maximum power pmax

i . The
power allocation of SUs staying in licensed bands follows the
same way as in the scenario without free band.

Figure 6 (right) shows the average utility of the power
auction and NAIVE. As can be observed, compared with the
scenario without free band, the average utility in NAIVE is
slightly degraded even a new band is introduced. In contrast,
the no-regret learning algorithm results a higher utility when
the free band is added. Consequently, the utility gap between
the power auction and NAIVE is more significant in the
scenario with free band. Furthermore, we observe the con-
vergence of the no-regret learning algorithm. Figure 8 shows
the evolution of the number of SUs choosing PU1, PU2 and
the free band for M = 50. The results demonstrate the benefit
of the proposed no-regret learning algorithm to converge to an
equilibrium with reasonable network efficiency in a distributed
fashion.

VI. CONCLUSION

In this paper, we proposed an auction framework for cog-
nitive radio networks to allow unlicensed SUs to share the
available spectrum of licensed PUs, subject to the interfer-
ence temperature constraint at each PU. We provided an in-
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Fig. 8. Evolution of number of SUs choosing PU1, PU2 and the free band

depth analysis on the resulting multiple-PU multiple-SU non-
cooperative auction game. We then extended the proposed
auction framework to the more challenging scenario with
free spectrum bands by developing an algorithm based on
no-regret learning to reach a CE of the auction game. The
proposed algorithm, which can be implemented distributedly
based on local observation, is especially suited in decentralized
adaptive learning environments as cognitive radio networks.
The simulation results demonstrate the effectiveness of the
proposed auction framework in achieving high efficiency and
fairness in spectrum allocation.

As stated in the paper, a significant extension of our work
is to study the more competitive Stackelberg game in which
PUs choose their prices to maximize their revenue. Studying
the efficiency of the spectrum auction in that scenario is the
subject of our on-going work.
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a b s t r a c t

In this paper, we tackle the problem of opportunistic spectrum access in large-scale cogni-
tive radio networks, where the unlicensed Secondary Users (SUs) access the frequency
channels partially occupied by the licensed Primary Users (PUs). Each channel is character-
ized by an availability probability unknown to the SUs. We apply population game theory
to model the spectrum access problem and develop distributed spectrum access policies
based on imitation, a behavior rule widely applied in human societies consisting of imitat-
ing successful behaviors. We develop two imitation-based spectrum access policies based
on the basic Proportional Imitation (PI) rule and the more advanced Double Imitation (DI)
rule given that a SU can only imitate the other SUs operating on the same channel. A sys-
tematic theoretical analysis is presented for both policies on the induced imitation dynam-
ics and the convergence properties of the proposed policies to the Nash equilibrium. Simple
and natural, the proposed imitation-based spectrum access policies can be implemented
distributedly based on solely local interactions and thus is especially suited in decentral-
ized adaptive learning environments as cognitive radio networks.

! 2013 Elsevier B.V. All rights reserved.

1. Introduction

Cognitive radio [1], with its capability to flexibly config-
ure its transmission parameters, has emerged in recent
years as a promising paradigm to enable more efficient
spectrum utilization. Spectrum access models in cognitive
radio networks can be classified into three categories,
namely exclusive use (or operator sharing), commons
and shared use of primary licensed spectrum [2]. In the last
model, unlicensed Secondary Users (SUs) are allowed to
access the spectrum of licensed Primary Users (PUs) in an
opportunistic way. In this case, a well-designed spectrum

access mechanism is crucial to achieve efficient spectrum
usage.

In this paper, we focus on the generic model of cogni-
tive networks consisting of multiple frequency channels,
each characterized by a channel availability probability
determined by the activity of PUs on it. In such a model,
from the SUs perspective, a challenging problem is to coor-
dinate with other SUs in order to opportunistically access
the unused spectrum of PUs to maximize its own payoff
(e.g., throughput); at the system level, a crucial research is-
sue is to design efficient spectrum access protocols achiev-
ing optimal spectrum usage and load balancing on the
available channels.

We tackle the spectrum access problem in large-scale
cognitive radio networks from an evolutionary game theo-
retic angle. We formulate the spectrum access problem,
show the existence of a Nash Equilibrium (NE) and develop
distributed spectrum access policies based on imitation, a
behavior rule widely applied in human societies consisting
of imitating successful behavior. We study the system
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dynamics and the convergence of the proposed policies to
the NE when the SU population is large. Simple and
natural, the proposed spectrum access policies can be
implemented distributedly based on solely local interac-
tions and thus is especially suited in decentralized adap-
tive learning environments as cognitive radio networks.

In our analysis, we develop imitation-based spectrum
access policies where a SU can only imitate the other SUs
operating on the same channel. More specifically, we pro-
pose two spectrum access policies based on the following
two imitation rules: the Proportional Imitation (PI) rule
where a SU can sample one other SU; the more advanced
adjusted proportional imitation rule with double sampling
(Double Imitation, DI) where a SU can sample two other
SUs. Under both imitation rules, each SU strives to improve
its individual payoff by imitating other SUs with higher
payoff. A systematic theoretical analysis is presented for
both policies on the induced imitation dynamics and the
convergence properties of the proposed policies to the NE.

The key contribution of our work in this paper lies in the
systematical application of the natural imitation behavior
to address the spectrum access problem in cognitive radio
networks, the design of distributed imitation-based channel
accesspolicies, and the theoretic analysis on the induced imi-
tation dynamics and the convergence to an efficient and sta-
ble system equilibrium. In this paper, we extend the results
of [3], where it is assumed that SUs are able to immediately
and uniformly imitate any other SU. This assumptionmakes
the theoretical analysis straightforward from the literature
on imitation. We assume here that SUs can only imitate
SUs on the same channel and obtain a delayed information,
as a result of which significant changes should be done in
terms of policy design and theoretical analysis.

The rest of the paper is structured as follows. Section 2 dis-
cusses related work in the literature. Section 3 presents the
system model and Section 4 presents the formulation of the
spectrum access game. Section 5 describes the proposed imi-
tation-based spectrum access policies and motivates the
choices of proportional and double imitation rules as basis of
our policies. In Section 6, we study the system dynamics and
the convergence of our algorithms. Section 7 discusses the
assumptionsof ournetworkmodel. Section8presents simula-
tion based performance evaluation, where our schemes are
compared to another decentralized approach called Trial and
Error. Section 9 concludes the paper.

2. Related Work

The problem of distributed spectrum access in cognitive
radio networks (CRN) has been widely addressed in the lit-
erature. A first set of papers assumes that the number of
SUs is smaller than the number of channels. In this case,
the problem is closely related to the classical Multi-Armed
Bandit (MAB) problem [4]. Some recent work has investi-
gated the issue of adapting traditional MAB approaches
to the CRN context, among which Anandkumar et al. pro-
posed two algorithms with logarithmic regret, where the
number of SUs is known or estimated by each SU [5].
Contrary to this literature, we assume in our paper a large
population of SUs, able to share the available bandwidth
when settling on the same channel.

Another important thrust consists of applying game
theory to model the competition and cooperation among
SUs and the interactions between SUs and PUs (see [6]
for a review). Several papers propose for example algo-
rithms based on no-regret learning (e.g. [7,8]), which are
not guaranteed to converge to the NE. Besides, due to the
perceived fairness and allocation efficiency, auction tech-
niques have also attracted considerable research attention
and resulted in a number of auction-based spectrum allo-
cation mechanisms (cf. [9] and references therein). The
solution proposed in this paper differs from the existing
approaches in that it requires only local interactions
among SUs and is thus naturally adapted in the distributed
environments as CRNs.

Due to the success of applying evolutionary [10] and
population game theories [11] in the study of biological
and economic problems [11], a handful of recent studies
have applied these tools to study resource allocation prob-
lems arisen from wired and wireless networks (see e.g.
[12,13]), among which Shakkottai et al. addressed the
problem of non-cooperative multi-homing of users to
WLANs access points by modeling it as a population game
[14]. Authors however focus on the system dynamics
rather than on the distributed algorithms as we do in this
paper. Niyato et al. studied the dynamics of network selec-
tion in a heterogeneous wireless network using the theory
of evolutionary game [15]. The proposed algorithm leading
to the replicator dynamics is however based on a central-
ized controller able to broadcast to all users the average
payoff. Our algorithms are on the contrary fully distrib-
uted. Coucheney et al. studied the user-network associa-
tion problem in wireless networks with multi-technology
and proposed an algorithm based on Trial and Error mech-
anisms to achieve the fair and efficient solution [13].

Several theoretical works focus on imitation dynamics.
Ackermann et al. investigated the concurrent imitation
dynamics in the context of finite population symmetric
congestion games by focusing on the convergence proper-
ties [16]. Berenbrik et al. applied the Proportional Imitation
Rule to load-balance system resources by focusing on the
convergence speed [17]. Ganesh et al. applied the Imitate
If Better rule1 (see [19] for a review on imitation rules) in or-
der to load-balance the service rate of parallel server sys-
tems [18]. Contrary to our work, it is assumed in [17,18]
that a user is able to observe the load of another resource be-
fore taking its decision to switch to this resource.

As it is supposed to model human behavior, imitation is
mostly studied in economics. In the context of CRN, spe-
cific protocol or hardware constraints may however arise
so that imitation dynamics are modified, as we show it in
this paper. Two very recent works in the context of CRN
are [20,21], which have the same goals as ours. In [20],
authors propose a distributed learning algorithm for spec-
trum access. User decisions are based on their accumulated
experience and they are using a mixed strategy. In [21],
imitation is also used for distributed spectrum access.
However, the proposed scheme relies on the existence of

1 Imitate If Better (IIB) is a rule consisting in picking a player and
migrating to its strategy if the latter has yielded a higher payoff than the
achieved one. IIB is called Random Local Search in [18].
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a common control channel for the sampling procedure.
Double imitation is moreover not considered.

3. System model

In this section, we present the system model of our
work with the notations used.

3.1. System model and PU operation

We consider the network model shown in Fig. 1 made of
a primary network and a secondary network. In the former,
a primary transmitter is using on the downlink a set C of C
frequency channels, each with bandwidth B. The primary
receivers are operated in a synchronous time-slotted fash-
ion. The secondary network is made of a set N of N SUs,
which try to opportunistically access the channels when
they are left free by the PU. We assume that SUs can per-
form a perfect sensing of PU transmissions, i.e., no collision
can occur between the PU and SUs. This assumption is
adopted in the literature focusing on resource allocation
(see e.g. [22,23,5]). The secondary network is also sup-
posed to be sufficiently small so that every SU can receive
and decode packets sent on the same channel.

Let Zi(k) be the random variable equal to 1 when of
channel i is unoccupied by any PU at slot k and 0 otherwise.
We assume that the process {Zi(k)} is stationary and inde-
pendent for each i and k, i.e., the Zi(k) are i.i.d. random vari-
ables for all (i, k). We also assume that at each time slot,
channel i is free with probability li, i.e., E½ZiðkÞ$ ¼ li. With-
out loss of generality, we assume l1 P l2 P & & &P lC. The
channel availability probabilities l , {li} are a priori not
known by SUs.

3.2. SU operation

We describe in this section the SU operation and capa-
bilities. As shown in Fig. 2 for a given frequency channel j,
time-slots of the primary network are organized into
blocks of Nb slots. All SUs are assumed to be synchronized,
stay on the same channel during a block and may change
their channel at block boundary. Let ni be the number of
SUs operating on channel i.

Assuming perfect sensing of the cognitive users, there is
no secondary transmission during slots occupied by the PU
(gray slots on the figure). When the PU is idle, SUs share
the available bandwidth using a decentralized random ac-
cess MAC protocol (hatched slots on the figure). The way
this MAC protocol is implemented is out of the scope of
the paper. Mini-slots can for example be used at the begin-
ning of each slot in order to perform CSMA, as assumed in
[20], or CSMA/CA can be used, as assumed in [24]. For
mathematical convenience, we will assume in Sections 5
and 6 that the MAC protocol is perfect and operates like
TDMA. Our motivation of such an assumption is to concen-
trate the analysis on the interactions between SUs and the
resulting structural properties of the system equilibria. The
results give an upper-bound on the performance of the
developed policies. A similar asymptotic analysis has been
carried on in [25].

In our work, each SU j is modeled as a rational decision
maker, striking to maximize the throughput it can achieve,
denoted as Ti

j when j operates on channel i. Assuming a fair
MAC protocol and invoking symmetry reasons, all SUs on
channel i obtain the same expected throughput, which
can be expressed as a function of ni as piðniÞ ¼ E½Ti

j$ for
all j operating on channel i. It should be noted that pi(ni)
depends on the MAC protocol implemented at the cogni-
tive users. An example is pi(ni) = Bli/ni in the case of a per-
fect MAC protocol operating like TDMA, where B is a
constant standing for the channel bandwidth. Generically,
pi(ni) can be rewritten as pi(ni) = BliS(ni) where S(ni) de-
notes the throughput of a channel of unit bandwidth with-
out PU. Without loss of generality, we will now assume
that B = 1. The assumption that SUs on the same channel
obtain the same expected throughput can be found in the
literature using evolutionary game theory to study spec-
trum access, see e.g. [15,26,20].

Channel availabilities, li, are estimated in the long term
by SUs, while the expected throughput pi and the number
of SUs ni are estimated at the end of each block. In all their
transmissions in block b, SUs include in the header of their
packets the throughput pi(ni) obtained in block b ' 1 and

Fig. 1. Network model: N SUs try to opportunistically access the
spectrum left free by a PU. The spectrum is made of C slotted frequency
channels.

Fig. 2. SU operation: Nb slots of a frequency channel form a block, SUs use a MAC protocol for their transmissions and include in the header of their packets
a throughput and strategy indication.
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the corresponding channel (or strategy) i. We further as-
sume that every SU can overhear at random one or two
packets transmitted by SUs on the same channel and de-
code the throughput and strategy indications. The over-
hearing of packets is called a sampling procedure and we
write i[ j when SU i samples SU j. Sampling is supposed
to be symmetric, i.e., the probabilities P(i[ j) and P(j[ i)
are identical. After the sampling, SU transmitters commu-
nicate to their receiver a channel change order to be exe-
cuted at the next block boundary.

4. Spectrum access game formulation

To study the interactions among autonomous SUs and to
derive distributed channel access policies, we formulate in
this section the channel selection problemas a spectrumac-
cess game where the players are the SUs and we show the
uniqueness of the Nash Equilibrium (NE) when the number
of SUs is large. The game is defined formally as follows:

Definition 1. The spectrum access game G is a 3-tuple
(N ; C; fUjg), whereN is the player set, C is the strategy set of
each player. Each player j chooses its strategy sj 2 C to
maximize its payoff function Uj defined as Uj ¼ psj ðnsj Þ ¼
E½Tsj

j %.
The solution of the spectrum access game G is charac-

terized by a Nash equilibrium [27], a strategy profile from
which no player has incentive to deviate unilaterally.

Lemma 1. For the spectrum access game G, there exists at
least one Nash equilibrium.

Proof. Given the form of the SU payoff function, it follows
from [28] that the spectrum access game is a congestion
game and a potential game with potential function:
Pðn1; . . . ;nCÞ ¼

P
i2C

Pni
k¼1piðniÞ, where ni is the number of

SUs on channel i and
P

ini ¼ N. This function takes only a
finite set of values and thus achieves a maximum value. h

We now consider the population game G, where (1)
the number of SUs is large, (2) SUs are small, (3) SUs
interact anonymously and (4) payoffs are continuous
(see [11] for the discussion on these assumptions). In
this model, we focus on the system state x , fxi; i 2 Cg
where xi denotes the proportion of SUs choosing channel
i. In such context, by regarding xi as a continuous vari-
able, we make the following assumption on the through-
put function S(xiN).

Assumption 1. S(xiN) is strictly monotonously decreasing
and it holds that S(xiN) 6 1/(Nxi).

We can now establish the uniqueness of the NE in the
spectrum access game G for the asymptotic case in the fol-
lowing lemma and theorem.

Lemma 2. For N sufficiently large, there is no empty channel
at NE.

Proof. Assume, by contradiction, that at a NE, there are no
SUs on channel i. Since there are C channels, at a NE, there

exists at least one channel where there are at least N/C SUs.
Assume that this channel is channel j, i.e., nj P N/C. Con-
sider a SU on channel j, its payoff is pj(nj) = ljS(N/C). From
Assumption 1, pj(nj) 6 ljC/N. Now let a SU in channel j
switch to channel i, its payoff becomes pi(1) = liS(1). It
holds straightforwardly that pj(nj) < pi(1) when N >

ljC
liSð1Þ

.
Hence there is no empty channel at NE. h

Theorem 1. For N sufficiently large, G admits a unique NE,
where all SUs get the same payoff. Let y denote the root of
P

i2CS
&1 y

li

! "
¼ N, at the NE, there are S&1 y

li

! "
SUs operating

on channel i.

Proof. This theorem is a classical result of population
games. See Appendix A for more details. h

We can observe two desirable properties of the unique
NE derived in Theorem 1: (1) the NE is optimal from the
system perspective as the total throughput of the network
achieves its optimum at the NE and (2) at NE, all SUs obtain
exactly the same throughput. Note that any state such that
xi > 0 for all i 2 C is also system optimal, the NE is one of
them. Note also that when N grows indefinitely and as
players are symmetric, the NE approaches the Wardrop
equilibrium of the system [29].

One critical challenge in the analyzed spectrum access
game is the design of distributed spectrum access strate-
gies for rational SUs to converge to the NE. In response to
this challenge, we develop in the sequel sections of this pa-
per an efficient spectrum access policy.

5. Imitation-based spectrum access policies

The spectrum access policy we develop is based on imita-
tion. As a behavior rule widely observed in human societies,
imitation captures the behavior of a bounded rational player
that mimics the actions of other players with higher payoff in
order to improve its own payoff from one block to the next,
while ignoring the effect of its strategy on the future evolu-
tions of the system and forgetting its past experience. The in-
duced imitation dynamics model the spreading of successful
strategies under imitation [30]. In this section, we develop
two spectrum access policies based on the proportional imi-
tation rule and the double imitation rule. For tractability rea-
sons, we assume in the next sections that pi(ni) = li/ni on a
channel i, i.e., a perfect MAC protocol for SUs.

5.1. Motivation

In this first part, we recall some useful definitions given
in [30], we introduce new notations and we provide our
motivations.

Definition 2. A behavioral rule with single sampling (resp.
with double sampling) is a function F : C2 ! DðCÞ (resp.
F : C3 ! DðCÞ), where DðCÞ is the set of probability distri-
butions on C and Fki;j;8i; j; k 2 C (resp. Fki;j;l;8i; j; k; l 2 C) is the
probability of choosing channel k in the next iteration
(block) after operating on channel i and sampling a SU with
strategy j (resp. sampling two SUs with strategies j and l).
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Definition 3. A behavioral rule with single sampling is imi-
tating if Fk

i;j ¼ 0 when k R {i, j}. A behavioral rule with dou-
ble sampling is imitating if Fk

i;j;l ¼ 0 when k R {i, j, l}.
In this paper, we assume that all SUs adopt the same

behavioral rule, i.e., the population is monomorphic in the
sense of Schlag [30] (see e.g. [31–33] for other papers using
this notion).

Schlag has shown in [30] that the Proportional Imitation
Rule (PIR) is an improving rule, i.e., in any state of the sys-
tem the expected average payoff is increasing after an iter-
ation of the rule. He has also shown that it is a dominant
rule, i.e., it always achieves a higher expected payoff
improvement than any other improving rule. PIR is
moreover the unique dominant rule that never imitates a
strategy that achieved a lower payoff and that minimizes
the probability of switching among the set of dominant
rules.

Schlag has also shown in [34] that the Double Imitation
(DI) rule is the rule that causes less SUs to change their
strategy after each iteration among the set of improving
behavioral rules with double sampling. As switching may
represent a significant cost for today’s wireless devices in
terms of delay, packet loss and protocol overhead, this
property makes PIR and DI particularly attractive. These
properties motivate the design of spectrum access policies
based on PIR and DI.

5.2. Spectrum access policy based on proportional imitation

Algorithm 1 presents our proposed spectrum access
policy based on the proportional imitation rule, termed
as PISAP. The core idea is: At each iteration t, each SU
(say j) randomly selects another SU (say j0) on the same
channel; if the payoff at t " 1 of the selected SU (denoted
Uj0 ðt " 1Þ) is higher than its own payoff at t " 1 (denoted
Uj(t " 1)), the SU imitates the strategy of the selected SU
at the next iteration with a probability proportional to
the payoff difference, with coefficient the imitation factor
r.2 The payoff and the strategy at t " 1 of the sampled SU
are read from the packet header.

Algorithm 1. PISAP: Executed at each SU j

1: Initialization: Set the imitation factor r
2: At t = 0, randomly choose a channel to stay and

store the payoff Uj(0).
3: while at each iteration tP 1 do
4: Randomly select a SU j0

5: if Ujðt " 1Þ < Uj0 ðt " 1Þ then
6: Migrate to the channel sj0 ðt " 1Þ with

probability p ¼ rðUj0 ðt " 1Þ " Ujðt " 1ÞÞ
7: endif
8: endwhile

5.3. Spectrum access policy based on double imitation

In this subsection, we turn to a more advanced imita-
tion rule, the double imitation rule [34] and propose the
DI-based spectrum access policy, termed as DISAP. Under
DISAP, each SU randomly samples two SUs on the same
channel by decoding two packet headers. It then imitates
them with a certain probability determined by the payoff
differences. The spectrum access policy based on the dou-
ble imitation is detailed in Algorithm 2, in which each SU j
(with payoff Uj and strategy i at t " 1) randomly samples
two other SUs j1 and j2 (operating at t " 1 on channel i1
and i2 respectively and, without loss of generality, with
utilities Uj1 6 Uj2 ) and updates the probabilities of switch-
ing to channels i1 and i2, denoted as pj1 and pj2 respectively.

Algorithm 2. DISAP: Executed at each SU j.

2 One way of setting r is to set r = 1/(x " a), where x and a are two
exogenous parameters such that Uj 2 ½a;x&;8j 2 C. In our case, x = 1 and
a = 0 can be chosen.

1. Initialization: Set the parameters x, a and r = 1/
(x " a).
Define [A]+ ,max{0, A} and QðUÞ , 2" U"a

x"a.
2. At t = 0 and t = 1, randomly choose a channel and

store the payoff Uj(0).
3. while at each iteration tP 2 do
4. Let i and Uj be resp. the channel and the payoff

of j at t " 1.
5. Randomly sample two SUs j1 and j2 (with

channels i1 and i2 and with payoffs Uj1 and Uj2 resp.
at t " 1). Suppose w.l.o.g. that Uj1 6 Uj2

6. if j{i, i1, i2}j = 1, i.e., i = i1 = i2 then
7. Go to channel i.
8. else if j{i, i1, i2}j = 2 then
9. if i = i1, i– i2 and Uj 6 Uj2 then
10. pj2 ¼ r

2QðUjÞðUj2 " UjÞ.
Switch to channel i2 w.p. pj2 and go to

channel i w.p. 1" pj2 .
11. else if i1 = i2, i– i1 and Uj 6 Uj1 ¼ Uj2 then
12. pj1 ¼ r

2 ðQðUj1 Þ þ QðUjÞÞðUj1 " UjÞ.
Switch to channel i1 w.p. pj1 and go to

channel i w.p. 1" pj1 .
13. end if
14. else if j{i, i1, i2}j = 3 then
15. if Uj 6 Uj1 6 Uj2 then
16. pj1 ¼ r

2 ½QðUjÞðUj1 " Uj2 Þ þ QðUj2 ÞðUj1 " UjÞ&þ.

pj2 ¼ r
2 ½QðUj1 ÞðUj2 " UjÞ þ QðUj2 ÞðUj1 " UjÞ& " pj1 .

Switch to channel i1 w.p. pj1 , to channel
i2 w.p. pj2 and go to channel i w.p. 1" pj1 " pj2 .

17. else if Uj1 6 Uj 6 Uj2 then
18. pj2 ¼ r

2 ½QðUj1 ÞðUj2 " UjÞ þ QðUj2 ÞðUj1 " UjÞ&þ.
Switch to channel i2 w.p. pj2 and go to

channel i w.p. 1" pj2 .
19. end if
20. else
21. Go to channel i.
22. end if
23. end while
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5.4. Discussion

As pointed in [34], double imitation may seem compli-
cated compared to the proportional imitation rule. We can
however extract the following properties [34]: DI is an imi-
tating rule, i.e., a SU never chooses a channel that is not in
his sample; switching probabilities are continuous in the
sampled payoffs and increase with payoff differences; for
a joint sample with three different channels, the most suc-
cessful channel is chosen more likely; a SU never imitates
another SU that obtains a lower payoff.

Note that PISAP is clearly different from the propor-
tional imitation rule presented in [30] in the sense that a
SU is not able to uniformly sample another SU across the
network. The radio constraint indeed forces it to sample
a SU on the same channel. As in this case, current strategies
are identical, imitation is based on the previous iteration.

If every SU is able to uniformly sample another SU in
the network and to imitate the current strategy, the system
dynamics is straightforward to obtain. It is indeed shown
e.g. in [35] that in the asymptotic case (assuming continu-
ous time for simplicity), the proportional imitation rule
generates a population dynamics described by the follow-
ing set of differential equations:

_xiðtÞ ¼ rxiðtÞ½piðtÞ % pðtÞ&; 8i 2 C; ð1Þ

where !p ,P
i2Cxipi denotes the expected payoff of all SUs

in the network. This equation can be easily solved as:

xiðtÞ ¼ xið0Þ %
liP
l2Cll

! "
e%

P
l2C
ll

# $
rt þ liP

l2Cll
; 8i 2 C:

ð2Þ

The imitation dynamics induced by PIR thus converges
exponentially in time to an evolutionary equilibrium,
which is also the NE of G.

With the same assumption, the double imitation rule
generates in the asymptotic case an aggregate monotone
dynamics [34,36], which is defined as follows:

_xi ¼
xi

x% a 1þx% !p
x% a

% &
ðpi % !pÞ; 8i 2 C; ð3Þ

whose solution is

xiðtÞ ¼ xið0Þ %
liP
l2Cll

! "
e%

!p
x%a 1þx%!p

x%að Þt þ liP
l2Cll

; 8i 2 C:

ð4Þ

As a consequence, DI converges exponentially in time to
the NE of the spectrum access game G, however at a higher
rate than PIR because by definition r ¼ 1

x%a and x and a
being upper and lower bounds on payoffs, x%!p

x%a P 0. From
(2) and (4), it turns out that the aggregate monotone
dynamics is a time-rescaled version of the replicator
dynamics, as pointed in [10]. We will see in the next sec-
tion that both dynamics continue to play an important role
in our model.

As desirable properties, the proposed imitation-based
spectrum access policies (both PISAP and DISAP) are state-
less, incentive-compatible for selfish autonomous SUs and
requires no central computational unit. The spectrum
assignment is achieved by local interactions among auton-

omous SUs. The autonomous behavior and decentralized
implementation make the proposed policies especially
suitable for large scale cognitive radio networks. The imita-
tion factor r controls the tradeoff between the conver-
gence speed and the channel switching frequency in that
larger r represents more aggressiveness in imitation and
thus leads to fast convergence, at the price of more fre-
quent channel switching for the SUs.

6. Imitation dynamics and convergence

We have seen that proportional imitation and double
imitation rules generate a replicator dynamics and an
aggregate monotone dynamics. In the sequel analysis, we
study the induced imitation dynamics and the convergence
of the proposed spectrum access policies PISAP and DISAP,
which take into account the constraint imposed by SU
radios.

6.1. System dynamics

In this subsection, we first derive in Theorem 2 the
dynamics for a generic imitation rule F with large popula-
tion. We then derive in Lemma 3, Theorems 3 and 4 the
dynamics of the proposed proportional imitation policy PI-
SAP and study its convergence. The counterpart analysis
for the double imitation policy DISAP is explored in Lemma
4, Theorems 5 and 6.

Westart by introducing thenotationused inour analysis.
At an iteration, we label all SUs performing strategy i (chan-
nel i in our case) as SUs of type i andwe refer to the SUs on sj
as neighbors of SU j. We denote nl

iðtÞ the number of SUs on
channel i at iteration t and operating on channel l at t % 1.
It holds that

P
l2Cn

l
iðtÞ ¼ niðtÞ and

P
i2Cn

l
iðtÞ ¼ nlðt % 1Þ. For

a given state sðtÞ , fsjðtÞ; j 2 Ng of the system at iteration t
and for a finite population of size N, we denote pi(t) , ni(t)/
N the proportion of SUs of type i and pl

iðtÞ , nl
iðtÞ=N the pro-

portionof SUsmigrating fromchannel l to i.Weuse x instead
ofp to denote these proportionswhenN is large. It holds that
p? x when N? +1.

Denote by F a generic imitation rule under the channel
constraint. In the case of a simple imitation rule (e.g. PI-
SAP), F is characterized by the probability set fFi

j;kg, where
Fi
j;k denotes the probability that a SU choosing strategy j at

the precedent iteration imitates another SU choosing strat-
egy k at the precedent iteration and then switches to chan-
nel i at next iteration after imitation. Instead, by applying a
double imitation rule (e.g. DISAP), we can characterize F by
the probability set fFi

j;k;lg, where Fi
j;k;l denotes the probabil-

ity that a SU choosing strategy j at the precedent iteration
imitates two neighbors choosing respectively strategy k
and strategy l at the precedent iteration and then switches
to channel i at the next iteration after imitation. In both
cases the only way to switch to a channel i is to imitate a
SU that was on channel i. That means Fi

j;k ¼ 0;8k– i (PI-
SAP) and Fi

j;k;l ¼ 0, "k, l– i (DISAP).
At the initialization phase (iterations 0 and 1), each SU

randomly chooses its strategy with uniform distribution.
In the asymptotic case, we thus have 8i 2 C; xið0Þ > 0 and
xi(1) > 0 a.s. After that, the system state at iteration t + 1,
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denoted as p(t + 1) (x(t + 1) in the asymptotic case), de-
pends on the states at iteration t and t ! 1.

We have now the following theorem that relates the fi-
nite and asymptotic cases.

Theorem 2. For any imitation rule F, if the imitation among
SUs of the same type occurs randomly and independently,
then "d > 0, ! > 0 and any initial state f~xið0Þg; f~xið1Þg such
that 8i 2 C; ~xið0Þ > 0 and ~xið1Þ > 0, there exists N0 2 N such
that if N > N0;8i 2 C, the event jpi(t) ! xi(t)j > d occurs
with probability less than ! for all t, where
pið0Þ ¼ xið0Þ ¼ ~xið0Þ; pið1Þ ¼ xið1Þ ¼ ~xið1Þ. In the case of a
simple imitation policy it holds that

xiðt þ 1Þ ¼
X

j;l;k2C

xljðtÞxkj ðtÞ
xjðtÞ

Fi
l;k 8i 2 C:

Differently, a double imitation policy yields:

xiðt þ 1Þ ¼
X

j;l;k;z2C

xljðtÞxkj ðtÞxzj ðtÞ
½xjðtÞ'2

Fi
l;fk;zg 8i 2 C:

Proof. The proof consists of first showing the theorem
holds for iteration t = 2 and then proving the case tP 3
by induction. The detail is in Appendix B. h

Theorem 2 is a result on the short run adjustments of
large populations under any generic imitation rule F: the
probability that the behavior of a large population differs
from the one of an infinite population is arbitrarily small
when N is sufficiently large. In what follows, we study
the convergence of PISAP and DISAP specifically.

6.2. PISAP dynamics and convergence

In this section, we now focus on PISAP and derive the
induced imitation dynamics in the following analysis.

Lemma 3. On the proportional imitation policy PISAP under
channel constraint, it holds that

xjiðt þ 1Þ ¼
X

l;k2C

xljðtÞxkj ðtÞ
xjðtÞ

Fi
l;k 8i; j 2 C: ð5Þ

Proof. The proof is straightforward from the analysis in
the proof of Theorem 2. h

Theorem 3. The proportional imitation policy PISAP under
channel constraint generates the following dynamics in the
asymptotic case:

xiðtþ1Þ¼ xiðt!1Þþrpiðt!1Þxiðt!1Þ!r
X

j;l2C

plðt!1Þ
xijðtÞxljðtÞ
xjðtÞ

;

ð6Þ

where pi(t) denotes the expected payoff of an individual SU on
channel i at iteration t.

Proof. See Appendix C. h

Although we are not able to prove it theoretically, we
observe via extensive numerical experiments that (6) con-
verges to the NE. The formal proof is left for future work. To
get more in-depth insight on the dynamics (6), we notice
that under the following approximation:

X

l2C

plðt ! 1Þ
xljðtÞ
xjðtÞ

( !pðt ! 1Þ; ð7Þ

where !pðt ! 1Þ is the average individual payoff for the
whole system at iteration t ! 1, noticingP

jx
i
jðtÞ ¼ xiðt ! 1Þ, (6) can be written as:

xiðt þ 1Þ ¼ xiðt ! 1Þ þ rxiðt ! 1Þ½piðt ! 1Þ ! !pðt ! 1Þ': ð8Þ

Note that the approximation (7) states that in any channel j
at iteration t, the proportions of SUs coming from any
channel l are representative of the whole population.

Under the approximation (7), given the initial state
{xi(0)}, {xi(1)}, we can decompose (8) into the following
two independent discrete-time replicator dynamics:

xiðuÞ ¼ xiðu! 1Þ þ rxiðu! 1Þ½piðu! 1Þ ! !pðu! 1Þ';
xiðvÞ ¼ xiðv ! 1Þ þ rxiðv ! 1Þ½piðv ! 1Þ ! !pðv ! 1Þ';

!

ð9Þ

where u = 2t, v = 2t + 1. The two equations in (9) illustrate
the underlying system dynamics hinged behind PISAP un-
der the approximation (7): it can be decomposed into two
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Fig. 3. PISAP dynamics and its approximation by double replicator dynamics.
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independent delayed replicator dynamics that alterna-
tively occur at the odd and even iterations, respectively.
The following theorem establishes the convergence of (9)
to a unique fixed point, which is also the NE of the spec-
trum access game G.

Theorem 4. Starting from any initial point, the system
described by (9) converges to a unique fixed point which is
also the NE of the spectrum access game G.

Proof. The proof, of which the detail is provided in Appen-
dix D, consists of showing that the mapping described by
(9) is a contraction mapping. h

As an illustrative example, Fig. 3 shows that the double
replicator dynamics provides an accurate approximation of
the system dynamics induced by PISAP.

6.3. DISAP dynamics and convergence

We now focus on DISAP and derive the induced imita-
tion dynamics.

Lemma 4. On the double imitation policy DISAP under
channel constraint, it holds that

xjiðt þ 1Þ ¼
X

l;k;z2C

xljðtÞxkj ðtÞxzj ðtÞ
½xjðtÞ&2

Fi
l;k;z 8i; j 2 C: ð10Þ

Proof. The proof is straightforward from the analysis in
the proof of Theorem 2. h

Theorem 5. The double imitation policy DISAP under channel
constraint generates the following dynamics in the asymptotic
case:

xiðt þ 1Þ ¼ xiðt ' 1Þ þ
X

j

xijðtÞQð!pjðt ' 1ÞÞðpiðt ' 1Þ

' !pjðt ' 1ÞÞ; ð11Þ

where !pjðt ' 1Þ ¼
P

k
xkj ðtÞ
xjðtÞ

pkðt ' 1Þ and QðUÞ , 2' U'a
x'a.

Proof. See Appendix E. h

Again, we are not able to prove it analytically and leave
the formal proof as future work. However, we observe via
extensive numerical experiments that (11) converges to
the NE and, as shown in Fig. 5, is also characterized by a
smoother and faster convergence with respect to the pro-
portional imitation dynamics (Eq. (6)).

By performing the approximation !pjðt ' 1Þ ( !pðt ' 1Þ
for all j, (11) can be written as:

xiðt þ 1Þ ¼ xiðt ' 1Þ þ xiðt ' 1ÞQð!pðt ' 1ÞÞðpiðt ' 1Þ ' !pðt ' 1ÞÞ:
ð12Þ

Given the initial state {xi(0)}, {xi(1)}, we can now
decompose (12) into the following two independent dis-
crete-time aggregate monotone dynamics:

xiðuÞ ¼ xiðu' 1Þ þ xiðu' 1Þ½2' !pðu' 1Þ&½piðu' 1Þ ' !pðu' 1Þ&;
xiðvÞ ¼ xiðv ' 1Þ þ xiðv ' 1Þ½2' !pðv ' 1Þ&½piðv ' 1Þ ' !pðv ' 1Þ&;

!

ð13Þ

where u = 2t, v = 2t + 1. The underlying system dynamics
can thus be decomposed into two independent delayed
aggregate monotone dynamics that alternatively occur at
the odd and even iterations, respectively. The following
theorem establishes the convergence of (13) to a unique
fixed point which is also the NE of the spectrum access
game G. The proof follows exactly the same analysis as that
of Theorem 4.

Theorem 6. Starting from any initial point, the system
described by (13) converges to a unique fixed point which is
also the NE of the spectrum access game G.

As an illustrative example, Fig. 4 shows that the double
aggregate dynamics provides an accurate approximation of
the system dynamics induced by DISAP.

7. Discussion

This paper is a first step to systematically apply imita-
tion rules to cognitive radio networks. There are several
points to be tackled in order to make the model more
realistic.

) It is assumed in this paper that a SU can capture another
SU packet for sampling with probability 1. Assuming a
capture probability less than 1 would have the same
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Fig. 4. DISAP dynamics and its approximation by double aggregate monotone dynamics.
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effect as decreasing the value of r in PISAP, i.e., it would
slow down the convergence speed of the proposed
algorithms.

! It is assumed that all SUs can all hear each other on the
same channel. A more realistic setting would consider a
graph of possible communications between SUs. In this
case, our algorithms are not any more ensured to con-
verge. This point is left for further work. A promising
approach is to use the results of the literature on ‘learn-
ing from neighbors’, which studies the conditions under
which efficient actions are adopted by a population if
agents receive information only from their neighbors
(see e.g. [37]).

! In this paper, SUs are supposed to provide in their
packet header the exact average throughput that can
be obtained on a given channel. We have investigated
in [24] the effect of providing only an estimate of the
average throughput. Assuming the use of CSMA/CA as
SU MAC protocol, we have shown by simulations that
our algorithms continue to converge in this more realis-
tic context.

! For mathematical convenience, we have assumed in
this paper that the SU MAC protocol was perfect and
could act as TDMA. Although unrealistic, this approach
gives an upper bound on the performance of our poli-
cies. Also, the analysis can be extended with other more
realistic MAC protocols by adapting the utility func-
tions. Particularly, we have investigated in [24] the
use of CSMA/CA and shown by simulations the conver-
gence of our policies.

! It is assumed that a generic PU transmits with a certain
probability in TDMA-like mode. If there are multiple PU
transmitters it is possible to distinguish two cases:
1. The transmission of each PU covers the totality of

SU receivers. This scenario boils down to the case
of a unique generic PU transmitter.

2. The transmission of one or more PUs covers a sub-
set of the SU receivers. In this case, different SUs
may have different perceptions of the environment
and a further analysis, based on the fact that the
channel availability probabilities are now depen-
dent on both channel i and SU j, should be carried
on. This point is left for future work.

8. Performance evaluation

In this section, we conduct simulations to evaluate the
performance of the proposed imitation-based channel ac-
cess policies (PISAP and DISAP) and demonstrate some
intrinsic properties of the policies, which are not explicitly
addressed in the analytical part of the paper.

For performance comparison, we also show the results
obtained by simulating Trial and Error [38] (shortened into
T&E in the following). The latter has been chosen as it is, to
the best of our knowledge, one of the best existing mecha-
nisms that (1) applies to our model and (2) is guaranteed to
converge to a NE. In T&E, players locally implement a state
machine, so that at each iteration each player is character-
ized by a state, which is defined by the triplet {cur-
rent_mood, benchmark_mood, benchmark_strategy}. Players
current mood (the four possible moods are: content, watch-
ful, hopeful and discontent) reflects the machine reaction to
its experience of the environment. A NE is reached when
everybody is in state content.

8.1. Simulation settings

We simulate two cognitive radio networks, termed Net-
work 1 and Network 2. We study the performance of our
algorithms on Network 1, and compare their convergence
behaviors and fairness to the ones obtained by T&E on Net-
work 2.

! Network 1: We consider N = 50 SUs, C = 3 channels char-
acterized by the availability probabilities
l = [0.3,0.5,0.8].

! Network 2: We set N = 10, C = 2 and l = [0.2,0.8].

Note that the introduction of Network 2 has been nec-
essary as the dynamics induced by T&E turns out to be very
slow to converge on the bigger Network 1 (after 105 itera-
tions convergence is still not achieved).

We assume that the block duration is long enough, so
that the SUs, regardless of the occupied channel, can eval-
uate their payoff without errors. T&E learning parameters
(i.e., experimentation probability and benchmark mood
acceptance ratio) are set at each iteration according to [39].
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Fig. 5. PISAP and DISAP system dynamics in the asymptotic case.
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8.2. System dynamics

In Fig. 5, the trajectories described by (6) and (11) are
compared. The first part of the curves is characterized by
important variations. This can be interpreted by the over-
lap of two replicator/aggregate monotone dynamics at
odd and even instants, as explained in Section 6. We ob-
serve that, in the asymptotic case, DISAP outperforms PI-
SAP as it is characterized by less pronounced wavelets
and a faster convergence. However, both dynamics cor-
rectly converge to an evolutionary equilibrium. It is easy
to check that the converged equilibrium is also the NE of
G and the system optimum, which confirms our theoretic
analysis. The dynamics presented in Fig. 5 are valid in an
asymptotic case, when the number of SUs is large. We
now turn our attention to small size scenarios.

8.3. Convergence with finite number of SUs

We study in this section the convergence of PISAP and
DISAP on Network 1 (N = 50, C = 3). Figs. 6 and 7 show a
realization of our algorithms. We notice that an imita-
tion-stable equilibrium is achieved progressively following
the dynamics characterized by (6) and (11). The equilib-
rium is furthermore very close to the system optimum:
we can in fact check that, according to Theorem 1, the pro-

portion of SUs choosing channels 1, 2 and 3 at the system
optimum is 0.1875, 0.3125 and 0.5 respectively; in the
simulation results we observe that there are 9, 16 and 25
SUs settling on channels 1, 2 and 3 respectively. We also
notice on this example that DISAP convergence is faster
than PISAP convergence.

We now focus on Network 2 (N = 10, C = 2) and compare
T&E convergence behavior (Fig. 8)) to the trends of PISAP
(Fig. 9) and DISAP (Fig. 10). It is easy to notice that T&E
converges in a much slower and more chaotic way with re-
spect to PISAP and DISAP. With T&E, the search of a NE may
turn out to be extremely long (in the realization depicted
in Fig. 8, e.g., convergence is achieved within 3.5 ! 103 iter-
ations). On the contrary, PISAP and DISAP converge within
75 and 32 iterations respectively.

8.4. System fairness

We now turn to the analysis of the fairness of the pro-
posed spectrum access policies. To this end, we adopt the
Jain’s fairness index [40], which varies in [0,1] and
reaches its maximum, when the resources are equally
shared amongst users. Figs. 11 and 12, whose curves rep-
resent an average over 103 independent realizations on
Network 2 of our algorithms and of T&E respectively,
show that PISAP and DISAP clearly outperform T&E in
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500 1000 1500 2000 2500 3000 3500 4000 4500 5000
5

10

15

20

25

30

iteration t

nu
m

be
r o

f S
U

s 
pe

r c
ha

nn
el

Fig. 7. DISAP on Network 1: number of SUs per channel as a function of the number of iterations.

1872 S. Iellamo et al. / Computer Networks 57 (2013) 1863–1879



terms both of fairness and convergence speed. In
fact, while our system turns out to be very fair from
the early iterations, T&E needs 6 ! 103 iterations to get
its system to reach a fairness value of 0.85. From
Fig. 11, one can further infer that indeed DISAP converges
more rapidly than PISAP: for example, a fairness index of
0.982 is reached at t = 100 by DISAP and at t = 200 by
PISAP.

8.5. Switching cost

At last, we concentrate on the switching frequency of
the three algorithms because switching may represent a
significant cost for today’s wireless devices in terms of de-
lay, packet loss and protocol overhead. In Fig. 13, we define
the switching cost at iteration t as the number of strategy
switches between 0 and t. After 200 iterations, the
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Fig. 9. PISAP on Network 2: number of SUs per channel as a function of the number of iterations.
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switching cost of DISAP and PISAP has stabilized because
convergence has been reached. On the contrary, T&E exhib-
its a fast growing cost.

8.6. Imperfect observations of PU activity

We assumed so far that cognitive radio users observe
the channel activity of the primary user without errors.
In this section, we investigate the performance of the pro-
posed algorithms when the PU activity is imperfectly ob-

served by the SUs. We denote by Pe the SU probability of
error in detecting the PU activity and by Qe the miss detec-
tion probability of an idle PU (probability of false alarm).
The expected value of the payoff experienced by SUs on
channel i can be written as follows:

E½piðniÞ$ ¼
Xni&1

m¼0

ni & 1
m

! "
ð1& QeÞ

mQni&1&m
e ð1& QeÞ

li

mþ 1
;

ð14Þ
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which does not depend on Pe because a miss detection
of the PU activity does not affect the throughput of
any SU.

We now want to evaluate the impact of Qe on the ex-
pected throughput estimates. To this end, we calculate
the values taken by (14) for different values of Qe and for
different numbers of SUs. Results are shown in Fig. 14. Sur-
prisingly, we see that the estimates under sensing errors
rapidly converge to the values calculated for the ideal case
with no miss detections (i.e., Qe = 0). This is due to the fact
that a trade-off arises. On the one hand, a SU, which is un-
able to detect a free slot experiences a penalty in its
throughput. On the other hand, there are less SUs in aver-
age accessing free slots, which results in a higher through-
put. As shown in Fig. 14, the two effects counterweight
when the number of SUs gets larger. Hence, one can infer
that in practice the impact of miss detections of the PU
activity/inactivity is limited for a number of SUs on the
same channel greater than 5.

9. Conclusion and further work

In this paper, we address the spectrum access problem
in cognitive radio networks by applying population game
theory and develop two imitation-based spectrum access
policies. In our model, a SU can only imitate the other
SUs operating on the same channel. This constraint makes
the basic proportional imitation and double imitation rules
irrelevant in our context. These two imitation rules are
thus adapted to propose PISAP, a proportional imitation
spectrum access policy, and DISAP, a double imitation
spectrum access policy. A systematic theoretical analysis
is presented on the induced imitation dynamics and the
convergence properties of the proposed policies to the
Nash equilibrium. Simulation results show the efficiency
of our algorithms even for small size scenarios. It is also
shown that PISAP and DISAP outperform Trial and Error
in terms of convergence speed and fairness. As an impor-
tant direction of the future work, we plan to investigate
the imitation-based channel access problem in the more
generic multi-hop scenario where SUs can imitate their
neighbors and derive the relevant channel access policies.

Appendix A. Proof of Theorem 1

We first show that any point x ¼ ðxiÞi2C cannot be a NE if
there exists i1 and i2 such that pi1 ðNxi1 Þ < pi2 ðNxi2 Þ. Other-
wise, consider the strategy profile x0 where !N SUs move
from channel i1 to i2. For N large and with sufficient small
!, it follows from the continuity of pi(xi) that
pi1 ðNðxi1 $ !ÞÞ < pi2 ðNðxi2 þ !ÞÞ, which indicates that by
switching from i1 to i2, one can increase its payoff. We then
proceed to show the second part of the theorem. To this end,
let y denote the payoff of any SU at the NE, we have:
liSðxiNÞ ¼ y;8i 2 C. It follows that xiN ¼ S$1 y

li

! "
. Noticing

that
P

ixi ¼ 1, at the NE, we have:

X

i2C
S$1 y

li

# $
¼ N: ðA:1Þ

Since a NE is ensured to exist, (A.1) admits at least a solu-
tion y. Moreover, it follows from the strict monotonicity of
S in Assumption 1 that its inverse function S$1 is also
strictly monotonous. Hence (A.1) admits a unique solution.
We thus complete the proof.

Appendix B. Proof of Theorem 2

We prove the statement for t = 2. The case for tP 3 is
analogous to [30], which can be shown by induction and
is therefore omitted.

Define the random variable wj
iðcÞ such that

wj
iðcÞ ¼

1 if SU c is on channel j at iteration t ¼ 1
and migrates to channel i at t ¼ 2;

0 otherwise:

8
><

>:

ðB:1Þ

We now distinguish two cases: proportional and double
imitation.

B.1. Proportional imitation

By definition, if j– sc(1), it holds that wj
iðcÞ ¼ 0. Other-

wise, c imitates with probability
nksc ð1Þ
nsc ð1Þ

a SU that was using

channel k at t = 0 and that is currently (t = 1) on the same
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Fig. 14. Expected throughput deviation under sensing errors (li = 0.6).
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channel as c (sc(1)), and then migrates to channel i with
probability Fi

scð0Þ;k. Note that we allow for self-imitation in
our algorithm. At initial states, all strategies are supposed
to be chosen by at least one SU (N is large), so that
nscð1Þ – 0. We thus have:

P wj
iðcÞ ¼ 1

h i
¼

0 if j – scð1Þ;
X

k2C

nksc ð1Þ
nsc ð1Þ

Fi
scð0Þ;k otherwise:

8
><

>:
ðB:2Þ

We can now derive the population proportions at itera-
tion t = 2 as:

pj
ið2Þ ¼

1
N

X

c2N

wj
iðcÞ 8i; j 2 C: ðB:3Þ

The expectations of these proportions can now be written
as (using the Kronecker delta di, j):

E½pj
ið2Þ% ¼

1
N

X

c2N

P½wj
iðcÞ ¼ 1% ðB:4Þ

¼ 1
N

X

c2N ;k2C

nk
scð1Þð1ÞF

i
scð0Þ;kdj;scð1Þ

nscð1Þð1Þ
ðB:5Þ

¼
1
N

X

h;l;k2C

nl
hð1Þnk

hð1ÞF
i
l;kdj;h

nhð1Þ
ðB:6Þ

¼ 1
N

X

l;k2C

nl
jð1Þnk

j ð1ÞF
i
l;k

njð1Þ
ðB:7Þ

¼
X

l;k2C

~xljð1Þ~xkj ð1Þ
~xjð1Þ

Fi
l;k: ðB:8Þ

It follows that

E½pið2Þ% ¼
X

j2C

E½pj
ið2Þ% ¼

X

j;l;k2C

~xljð1Þ~xkj ð1Þ
~xjð1Þ

Fi
l;k: ðB:9Þ

Aswj
iðcÞ andwj

iðdÞ are independent random variables for
c– d and since the variance of wj

iðcÞ is less than 1, the var-
iance of pj

ið2Þ and pi(2) for any i; j 2 C are less than 1/N and
C/N, respectively. It then follows the Bienaymé–Chebychev
inequality that

8i 2 C; P½fjpið2Þ & E½pið2Þ%j > dg% < C
ðNdÞ2

: ðB:10Þ

Choosing N0 such that C
ðN0dÞ2

< ! concludes the proof for
t = 2. The proof can then be induced to any t as in [30].

B.2. Double imitation

If j– sc(1), it holds that w
j
iðcÞ ¼ 0. Otherwise, c imitates

with probability
nksc ð1Þ
Nsc ð1Þ

nzsc ð1Þ
nsc ð1Þ

two SUs that were using respec-

tively channel k and channel z at t = 0 and that are cur-
rently (t = 1) on the same channel as c (sc(1)), and then
migrates to channel i with probability Fi

scð0Þ;k;z.
The proof follows in the steps of the proportional imita-

tion and only themain passageswill be sketched out.We al-
lowaSUto sample twice the sameSUon thechannel, so that:

P wj
iðcÞ ¼ 1

h i
¼

0 if j – scð1Þ;
X

k;z2C

nksc ð1Þ
nsc ð1Þ

nzsc ð1Þ
nsc ð1Þ

Fi
scð0Þ;k;z otherwise:

8
><

>:

ðB:11Þ

We then derive the proportions expectations:

E pj
ið2Þ

h i
¼ 1

N

X

c2N

P½wj
iðcÞ ¼ 1% ðB:12Þ

¼ 1
N

X

c2N ;k;z2C

nk
sc ð1Þð1Þ

nsc ð1Þð1Þ
nz
scð1Þð1Þ

nscð1Þð1Þ
Fi
scð0Þ;k;zdj;scð1Þ ðB:13Þ

¼
X

l;k;z2C

~xljð1Þ~xkj ð1Þ~xzj ð1Þ
½~xjð1Þ%2

Fi
l;k;z: ðB:14Þ

It follows that:

E pið2Þ½ % ¼
X

j2C

E pj
ið2Þ

h i
ðB:15Þ

¼
X

j;l;k;z2C

~xljð1Þ~xkj ð1Þ~xzj ð1Þ
½~xjð1Þ%2

Fi
l;k;z: ðB:16Þ

The rest of the proof for the double imitation follows the
same way as that of proportional imitation.

Appendix C. Proof of Theorem 3

Recall the analysis in [30]. In this reference, Eq. (10)
states that Fj

i;j ¼ Fi
j;i þ r½pj & pi%. We can now characterize

fFi
l;kg for PISAP as:

Fi
l;k ¼

0 if l;k– i;
Fl
i;l þr½piðt&1Þ&plðt&1Þ% if k¼ i and l– i;

1& Fi
k;i &r½pkðt&1Þ&piðt&1Þ% if l¼ i and k– i;

1 if l¼ k¼ i:

8
>>>><

>>>>:

The above four equations state that: (1) if none of the in-
volved channels is i then the probability to switch to chan-
nel i is null (F is imitating); (2) the switching probability is
proportional to the payoff difference; (3) if a SU does not
imitate, it stays on the same channel; (4) if a SU imitates
another SU with the same strategy, its strategy is not mod-
ified. Eq. (5) can now be written as follows:

xjiðtþ1Þ ¼
X

l–i

xljðtÞxijðtÞ
xjðtÞ

ðFl
i;l þr½piðt&1Þ&plðt&1Þ%Þ

þ
X

k–i

xijðtÞxkj ðtÞ
xjðtÞ

ð1& Fi
i;k &r½pkðt&1Þ&piðt&1Þ%Þþ

xi2j
xj

¼
X

l–i

xljðtÞxijðtÞ
xjðtÞ

ð1þr½piðt&1Þ&plðt&1Þ%Þþ
xi2j
xj

¼
X

l–i

xljðtÞxijðtÞ
xjðtÞ

r½piðt&1Þ&plðt&1Þ%þ
X

l2C

xljðtÞxijðtÞ
xjðtÞ

¼ xijðtÞþ
X

l2C

xljðtÞxijðtÞ
xjðtÞ

r½piðt&1Þ&plðt&1Þ%:

This concludes the proof.

Appendix D. Proof of Theorem 4

We prove the convergence of (9) by showing that the
mapping described by (9) is a contraction. A contraction
mapping is defined [41] as follows: let (X, d) be a metric
space, f: X? X is a contraction if there exists a constant
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k 2 [0,1) such that "x, y 2 X, d(f(x), f(y)) 6 kd(x, y), where
d (x, y) = kx ! yk = maxi jxi ! yij. Such an f is called a con-
traction and admits a unique fixed point, to which the
mapping described by f converges.

Noticing that

dðf ðxÞ; f ðyÞÞ ¼ kf ðxÞ ! f ðyÞk 6 @f
@x

!!!!

!!!!dðx; yÞ; ðD:1Þ

it suffices to show that the Jacobian @f
@x

!!!
!!! 6 k. In our case, it

suffices to show that kJk1 6 k, where J ¼ ðJijÞi;j2C is the Jaco-
bian of the mapping described by one of the equation in
(9), defined by Jij ¼

@xiðuÞ
@xjðu!1Þ.

Recall that pi ¼ li
Nxi

and !p ¼
P

l
ll
N , (9) can be rewritten

as:

xiðuÞ ¼ xiðu! 1Þ þ r li

N
! xiðu! 1Þ

X

l

ll

N

" #
: ðD:2Þ

It follows that

Jij ¼
1!

X

l

ll
N if j ¼ i;

0 otherwise:

8
><

>:
ðD:3Þ

Hence

kJk1 ¼ max
i2N

X

j2N
jJijj ¼ 1!

X

l

ll

N
< 1; ðD:4Þ

which shows that the mapping described by (9) is a con-
traction. It is further easy to check that the fixed point of
(9) is x& ¼ liP

l2N
ll
, which is also the unique NE of G.

Appendix E. Proof of Theorem 5

We start from the following equation (we skip the ref-
erence to time on the right hand side after the first line
for the sake of clarity):

xjiðt þ 1Þ ¼
X

l;k;z2C

xljðtÞxkj ðtÞxzj ðtÞ
½xjðtÞ(2

Fi
l;k;z ðE:1Þ

¼
xij
x2j

X

k–i

xk2j ½Fi
i;k;k þ Fi

k;i;k þ Fi
k;k;i(

þ
xi2j
x2j

X

k–i

xkj ½F
i
k;i;i þ Fi

i;k;i þ Fi
i;i;k(

þ
xij
x2j

X

k–i

X

lRfk;ig

xljx
k
j ½F

i
i;k;l þ Fi

k;i;l þ Fi
k;l;i( þ

xi3j
x2j

: ðE:2Þ

The second equality can be understood as follows. Fi
l;k;z – 0

only if at least one of the indices l, k, or z is equal to i. The
first sum of the right hand side (RHS) is obtained when two
indices are equal and different from i, the third one is equal
to i. The second sum is obtained when one index is differ-
ent from i and the two others are equal to i. The third sum
is obtained when one index is equal to i and the two others
are different and different from i. The last term corre-
sponds to the case where all indices are equal to i (in this
case, obviously, Fi

i;i;i ¼ 1). Now we have:

Fi
i;k;k þ Fi

k;i;k þ Fi
k;k;i ¼ 2Fi

k;i;k þ 1! Fk
i;k;k; ðE:3Þ

Fi
k;i;i þ Fi

i;k;i þ Fi
i;i;k ¼ Fi

k;i;i þ 2ð1! Fk
i;i;kÞ; ðE:4Þ

Fi
i;k;l þ Fi

k;i;l þ Fi
k;l;i ¼ 1! Fk;l

i;k;l þ Fi
l;i;k þ Fi

k;i;l; ðE:5Þ

where Fk;l
i;k;l ¼ Fk

i;k;l þ Fl
i;k;l. Above, we used the fact that

8ði; j; k; lÞ; Fl
i;j;k ¼ Fl

i;k;j (i.e., there is no order in the sampling
of two individuals) and Fi

i;k;l þ Fk
i;k;l þ Fl

i;k;l ¼ 1 (i.e., with
probability one, the SU goes to channel i, j or k at the next
iteration).

Moreover, we note that:

xij
x2j

X

k–i

xk2j þ 2xij
X

k–i

xkj þ
X

k–i

X

lRfk;ig

xljx
k
j þ xi2j

" #

¼
xij
x2j

X

k

xk2j þ 2xij
X

k–i

xkj þ
X

k–l

xljx
k
j ! xij

X

l–i

xlj ! xij
X

k–i

xkj

" #

¼
xij
x2j

X

k;l

xljx
k
j ¼ xij:

ðE:6Þ

We used here the fact that
P

kx
k
j ¼ xj.

Eq. (E.2) can now be written (we skip the reference to
time on the RHS, all xij are functions of t):

xjiðt þ 1Þ ¼ xij þ
xij
x2j

X

k–i

xk2j 2Fi
k;i;k ! Fk

i;k;k

h i

þ
xi2j
x2j

X

k–i

xkj Fi
k;i;i ! 2Fk

i;i;k

h i

þ
xij
x2j

X

k–i

X

lRfk;ig

xljx
k
j Fi

l;i;k þ Fi
k;i;l ! Fk;l

i;k;l

h i
: ðE:7Þ

We now use the following property of the double imitation
[34]3 for i R {j, k}:

Fj;k
i;j;k ! Fi

j;i;k ! Fi
k;i;j ¼

1
2
Qðpkðt ! 1ÞÞðpjðt ! 1Þ ! piðt ! 1ÞÞ

þ 1
2
QðpjÞðpkðt ! 1Þ ! piðt ! 1ÞÞ: ðE:8Þ

Payoffs p are functions of t ! 1 because imitation is based
on the payoff obtained at the previous iteration). In partic-
ular, for j = k, we obtain:

Fk
i;k;k ! 2Fi

k;i;k ¼ Qðpkðt ! 1ÞÞðpkðt ! 1Þ ! piðt ! 1ÞÞ: ðE:9Þ

From these equations, we can simplify (E.7) into (skipping
again reference to time on the RHS):

xjiðt þ 1Þ ¼ xij þ
xij
x2j

X

k

xk2j QðpkÞðpi ! pkÞ

þ
xi2j
x2j

X

k

xkj QðpiÞðpi ! pkÞ

þ
xij
x2j

X

k

X

lRfk;ig

xljx
k
j QðplÞðpi ! pkÞ: ðE:10Þ

3 In this reference, Eq. (3) of Theorem 1 is wrong. The correct formula is
however given in the proof of the theorem in Appendix.
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The term in the last double summationhas beenobtainedby
using (E.8), separating the expression in two double sums
and interchanging indices j and k in the first double sum.
Note also that all termsof the involved sumsarenull for k = i.

We now obtain:

xjiðtþ1Þ ¼ xij þ
xij
x2j

X

k

xkj ðpi %pkÞ xkj QðpkÞþ xijQðpiÞþ
X

lRfk;ig

xljQðplÞ

" #

;

¼ xij þ xij
X

k

xkj
xj
ðpi %pkÞ

X

l

xlj
xj
QðplÞ ¼ xij þ xijQð!pjÞðpi % !pjÞ;

ðE:11Þ

where !pjðt % 1Þ ¼
P

k
xkj ðtÞ
xjðtÞ

pkðt % 1Þ can be interpreted as

the average payoff at the previous iteration of SUs settling
now on channel j. We now have:

We used the fact that
P

jx
i
jðt þ 1Þ ¼ xiðtÞ. This concludes

the proof.
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Abstract—Our work is motivated by the need for impromptu
(or “as-you-go”) deployment of relay nodes (for establishing
a packet communication path with a control centre) by fire-
men/commandos while operating in an unknown environment.
We consider a model, where a deployment operative steps along
a random lattice path whose evolution is Markov. At each step,
the path can randomly either continue in the same direction or
take a turn “North” or “East,” or come to an end, at which point
a data source (e.g., a temperature sensor) has to be placed that
will send packets to a control centre at the origin of the path.
A decision has to be made at each step whether or not to place
a wireless relay node. Assuming that the packet generation rate
by the source is very low, and simple link-by-link scheduling, we
consider the problem of relay placement so as to minimize the
expectation of an end-to-end cost metric (a linear combination of
the sum of convex hop costs and the number of relays placed).
This impromptu relay placement problem is formulated as a
total cost Markov decision process. First, we derive the optimal
policy in terms of an optimal placement set and show that this
set is characterized by a boundary beyond which it is optimal to
place. Next, based on a simpler alternative one-step-look-ahead
characterization of the optimal policy, we propose an algorithm
which is proved to converge to the optimal placement set in a
finite number of steps and which is faster than the traditional
value iteration. We show by simulations that the distance based
heuristic, usually assumed in the literature, is close to the optimal
provided that the threshold distance is carefully chosen.

Index Terms—Relay placement, Sensor networks, Markov
decision processes, One-step-look-ahead.

I. INTRODUCTION

Wireless networks, such as cellular networks or multihop
ad hoc networks, would normally be deployed via a planning
and design process. There are situations, however, that require
the impromptu (or “as-you-go”) deployment of a multihop
wireless packet network. For example, such an impromptu
approach would be required to deploy a wireless sensor
network for situational awareness in emergency situations such
as those faced by firemen or commandos (see [1], [2]). For
example, as they attack a fire in a building, firemen might
wish to place temperature sensors on fire-doors to monitor
the spread of fire, and ensure a route for their own retreat;
or commandos attempting to flush out terrorists might wish
to place acoustic or passive infra-red sensors to monitor the
movement of people in the building. As-you-go deployment
may also be of interest when deploying a multi-hop wireless
sensor network over a large terrain (such as a dense forest)

Fig. 1. A wireless network being deployed as a person steps along a
random lattice path. Inverted V: location of the deployment person; solid line:
path already covered; circles: deployed relays; thick dashed path: a possible
evolution of the remaining path. The sensor to be placed at the end is also
shown as the black rectangle.

in order to obtain a first-cut deployment which could then be
augmented to a network with desired properties (connectivity
and quality-of-service).

With the above larger motivation in mind, in this paper we
are concerned with the rigorous formulation and solution of
a problem of impromptu deployment of a multihop wireless
network along a random lattice path, see Fig. 1. The path
could represent the corridor of a large building, or even a
trail in a forest. The objective is to create a multihop wireless
path for packet communication from the end of the path
to its beginning. The problem is formulated as an optimal
sequential decision problem. The formulation gives rise to a
total cost Markov decision process, which we study in detail in
order to derive structural properties of the optimal policy. We
also provide an efficient algorithm for calculating the optimal
policy.

A. Related Work
Our study is motivated by “first responder” networks, a con-

cept that has been around at least since 2001. In [2], Howard et
al. provide heuristic algorithms for the problem of incremental
deployment of sensors (such as surveillance cameras) with the
objective of covering the deployment area. Their problem is
related to that of self-deployment of autonomous robot teams
and to the art-gallery problem. Creation of a communication
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network that is optimal in some sense is not an objective in
[2]. In a somewhat similar vein, the work of Loukas et al. [3]
is concerned with the dynamic locationing of robots that, in
an emergency situation, can serve as wireless relays between
the infrastructure and human-carried wireless devices. The
problem of impromptu deployment of static wireless networks
has been considered in [4], [5], [6], [7]. In [4], Naudts et al.
provide a methodology in which, after a node is deployed,
the next node to be deployed is turned on and begins to
measure the signal strength to the last deployed node. When
the signal strength drops below a predetermined level, the next
node is deployed and so on. Souryal et al. provide a similar
approach in [5], [6], where an extensive study of indoor RF
link quality variation is provided, and a system is developed
and demonstrated. The work reported in [7] is yet another
example of the same approach for relay deployment. More
recently, Liu et al. [8] describe a “breadcrumbs” system for
aiding firefighters inside buildings, and is similar to our present
paper in terms of the class of problems it addresses. In a
survey article [1], Fischer et al. describe various localization
technologies for assisting emergency responders, thus further
motivating the class of problems we consider.

In our earlier work (Mondal et al. [9]) we took the first steps
towards rigorously formulating and addressing the problem
of impromptu optimal deployment of a multihop wireless
network on a line. The line is of unknown length but prior
information is available about its probability distribution; at
each step, the line can come to an end with probability p, at
which point a sensor has to be placed. Once placed, the sensor
sends periodic measurement packets to a control centre near
the start of the line. It is assumed that the measurement rate
at the sensor is low, so that (with a very high probability)
a packet is delivered to the control centre before the next
packet is generated at the sensor. This so called “lone packet
model” is realistic for situations in which the sensor makes a
measurement every few seconds.

The objective of the sequential decision problem is to
minimise a certain expected per packet cost (e.g., end-to-end
delay or total energy expended by a node), which can be
expressed as the sum of the costs over each hop, subject to
a constraint on the number of relays used for the operation.
It has been proved in [9] that an optimal placement policy
solving the above mentioned problem is a threshold rule, i.e.,
there is a threshold r� such that, after placing a relay, if the
operative has walked r� steps without the path ending, then a
relay must be placed at r�.

B. Outline and Our Contributions
In this paper, while continuing to assume (a) that a single

operative moves step-by-step along a path, deciding to place
or to not place a relay, (b) that the length of the path is a
geometrically distributed random multiple of the step size, (c)
that a source of packets is placed at the end of the path, (d)
that the lone packet traffic model applies, and (e) that the total
cost of a deployment is a linear combination of the sum of
convex hop costs and the number of nodes placed, we extend

(0,0)
r0

r1

r2

r3

rN

Sink node

Source node

Relay node

NLOS link

Random path

Fig. 2. A depiction of relay deployment along a random lattice path with
NLOS propagation.

the work presented in [9] to the two-dimensional case. At each
step, the line can take a right angle turn either to the “East” or
to the “North” with known fixed probabilities. We assume a
Non-Line-Of-Sight (NLOS) propagation model, where a radio
link exists between two nodes placed anywhere on the path,
see Fig. 2. The lone packet model is a natural first assumption,
and would be useful in low-duty cycle monitoring applications.
Once the network has been deployed, an analytical technique
such as that presented in [10] can be used to estimate the
actual packet carrying capacity of the network.

We will formally describe our system model and problem
formulation in Section II. The following are our main contri-
butions:

• We formulate the problem as a total cost Markov decision
process (MDP), and characterize the optimal policies in
terms of placement sets. We show that these optimal
policies are threshold policies and thus the placement sets
are characterized by boundaries in the two-dimensional
lattice (Section III). Beyond these boundaries, it is opti-
mal to place a relay.

• Noticing that placement instants are renewal points in the
random process, we recognize and prove the One-Step-
Look-Ahead (OSLA) characterization of the placement
sets (Section IV).

• Based on the OSLA characterization, we propose an itera-
tive algorithm, which converges to the optimal placement
set in a finite number of steps (Section V). We have
observed that this algorithm converges much faster than
value iteration.

• In Section VII we provide several numerical results
that illustrate the theoretical development. The relay
placement approach proposed in [4], [5], [6], [7] would
suggest a distance threshold based placement rule. We
numerically obtain the optimal rule in this class, and
find that the cost of this policy is numerically indistin-
guishable from that of the overall optimal policy provided
by our theoretical development. It suggests that it might
suffice to utilize a distance threshold policy. However, the
distance threshold should be carefully designed taking
into account the system parameters and the optimality
objective.

For the ease of presentation we have moved most of the proofs
to the Appendix.
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II. SYSTEM MODEL

We consider a deployment person, whose stride length is
1 unit, moving along a random path in the two-dimensional
lattice, placing relays at some of the lattice points of the path
and finally a source node at the end of the path. Once placed,
the source node periodically generates measurement packets
which are forwarded by the successive relays in a multihop
fashion to the control centre located at (0, 0); see Fig. 2.

A. Random Path

Let Z+ denote the set of nonnegative integers, and Z2
+ the

nonnegative orthant of the two dimensional integer lattice. We
will refer to the x direction as East and to the y direction as
North. Starting from (0, 0) there is a lattice path that takes
random turns to the North or to the East (this is to avoid the
path folding back onto itself, see Fig 2). Under this restriction,
the path evolves as a stochastic process over Z2

+. When the
deployment person has reached some lattice point, the path
continues for one more step and terminates with probability
p, or does not terminate with probability 1� p. In either case,
the next step is Eastward with probability q and Northward
with probability 1 � q. Thus, for instance, (1 � p)q is the
probability that the path proceeds Eastwards without ending.
The person deploying the relays is assumed to keep a count of
m and n, the number of steps taken in the x direction and in
y direction, repectively, since the previous relay was placed.
He is also assumed to know the probabilities p and q.

B. Cost Definition

In our model, we assume NLOS propagation, i.e., packet
transmission can take place between any two successive relays
even if they are not on the same straight line segment of the
lattice path. In the building context, this would correspond to
the walls being radio transparent. The model is also suitable
when the deployment region is a thickly wooded forest where
the deployment person is restricted to move only along some
narrow path (lattice edges in our model).

For two successive relays separated by a distance r, we
assign a cost of d(r) which could be the average delay
incurred over that hop (including transmission overheads and
retransmission delays), or the power required to get a packet
across the hop. For instance, in our numerical work we use
the power cost, d(r) = Pm + �r� , where Pm is the minimum
power required, � represents an SNR constraint and ⇤ is the
path-loss exponent. Now suppose N relays are placed such that
the successive inter-relay distances are r0, r1, · · · , rN (r0 is
the distance from the control centre at (0, 0) and the first relay,
and rN is the distance from the last relay to the sensor placed
at the end of the path) then the total cost of this placement is
the sum of the one-hop costs C =

�N
i=0 d(ri). The total cost

being the sum of one-hop costs can be justified for the lone
packet model since when a packet is being forwarded there is
no other packet transmission taking place.

We now impose a few technical conditions on the one-hop
cost function d(·): (C1) d(0) > 0, (C2) d(r) is convex and

increasing in r, and (C3) for any r and ⇥ > 0 the difference
d(r + ⇥)� d(r) increases to ⌅.

(C1) is imposed considering the fact that it requires a non-
zero amount of delay or power for transmitting a packet
between two nodes, however close they may be. (C2) and (C3)
are properties we require to establish our results on the optimal
policies. They are satisfied by the power cost, Pm+�r� , and
also by the mean hop delay (see [11]).

We will overload the notation d(·) by denoting the one-hop
cost between the locations (0, 0) and (x, y) ⇧ ⌥2 as simply
d(x, y) instead of d(||(x, y)� (0, 0)||). Using the condition on
d(r) we prove the following convexity result of d(x, y).

Lemma 1: The function d(x, y) is convex in (x, y), where
(x, y) ⇧ R2.

Proof: This follows from the fact that d(·) is convex,
non-decreasing in its argument. For a formal proof, see Ap-
pendix A-A.
We further impose the following condition on d(x, y) where
(x, y) ⇧ ⌥2. We allow a general cost-function d(x, y) endowed
with the following property: (C4) The function d(x, y) is
positive, twice continuously partially differentiable in variables
x and y and ⌃x, y ⇧ R+,

dxx(x, y) > 0, dxy(x, y) > 0, dyy(x, y) > 0, (1)

where dxy(x, y) =
⇤2d(x,y)
⇤x⇤y . These properties also hold for the

mean delay and the power functions mentioned earlier.
Finally define, for (m,n) ⇧ Z2

+, �1(m,n) = d(m+1, n)�
d(m,n) and �2(m,n) = d(m,n+ 1)� d(m,n).

Lemma 2: �1(m,n) and �2(m,n) are non-decreasing in
both the coordinates m and n.

Proof: This follows directly from (1). See Appendix A-B
for details.

C. Deployment Policies and Problem Formulation
A deployment policy ⇧ is a sequence of mappings (µk :

k ⇤ 0), where at the k-th step of the path (provided that the
path has not ended thus far) µk allows the deployment person
to decide whether to place or not to place a relay where,
in general, randomization over these two actions is allowed.
The decision is based on the entire information available to
the deployment person at the k-th step, namely the set of
vertices traced by the path and the location of the previous
vertices where relays were placed. Let ⇥ represent the set of
all policies. For a given policy ⇧ ⇧ ⇥, let E⇥ represent the
expectation operator under policy ⇧. Let C denote the total
cost incurred and N the total number of relays used. We are
interested in solving the following problem,

min
⇥��

E⇥C + ⌅E⇥N, (2)

where ⌅ > 0 may be interpreted as the cost of a relay.
Solving the problem in (2) can also help us solve the following
constrained problem,

min
⇥��

E⇥C

Subject to: E⇥N ⇥ ⌃avg, (3)
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where ⇥avg > 0 is a contraint on the average number of
relays (we will describe this procedure in Section VI). First,
in Sections III to V, we work towards obtaining an efficient
solution to the problem in (2).

III. MDP FORMULATION AND SOLUTION

In this section we formulate the problem in (2) as a total cost
infinite horizon MDP and derive the optimal policy in terms of
optimal placement set. We show that this set is characterized
by a two-dimensional boundary, upon crossing which it is
optimal to place a relay.

A. States, Actions, State-Transitions and Cost Structure

We formulate the problem as a sequential decision process
starting at the origin of the lattice path. The decision to place or
not place a relay at the k-th step is based on ((Mk, Nk), Zk),
where (Mk, Nk) denotes the coordinates of the deployment
person with respect to the previous relay and Zk ⇧ {e, c};
Zk = e means that at step k the random lattice path has
ended and Zk = c means that the path will continue in the
same direction for at least one more step. Thus, the state space
is given by:

S =
⇧
(m,n, z) : (m,n) ⇧ Z2

+, z ⇧ {e, c}
⌃
⌃ {⇤}, (4)

where ⇤ denotes the cost-free terminal state, i.e., the state after
the end of the path has been discovered. The action taken at
step k is denoted Uk ⇧ {0, 1}, where Uk = 1 is the action to
place a relay, and Uk = 0 is the action of not placing a relay.
When the state is (m,n, c) and when action u is taken, the
transition probabilities are given by:

• If u is 0 then,
(i) (m,n, c) �⌅ (m+ 1, n, c) w.p. (1� p)q
(ii) (m,n, c) �⌅ (m+ 1, n, e) w.p. pq
(iii) (m,n, c) �⌅ (m,n+ 1, c) w.p. (1� p)(1� q)
(iv) (m,n, c) �⌅ (m,n+ 1, e) w.p. p(1� q).

• If u is 1 then
(i) (m,n, c) �⌅ (1, 0, c) w.p. (1� p)q
(ii) (m,n, c) �⌅ (1, 0, e) w.p. pq
(iii) (m,n, c) �⌅ (0, 1, c) w.p. (1� p)(1� q)
(iv) (m,n, c) �⌅ (0, 1, e) w.p. p(1� q).

If Zk = e then the only allowable action is u = 1 and we
enter into the state ⇤. If the current state is ⇤, we stay in the
same cost-free termination state irrespective of the control u.
The one step cost when the state is s ⇧ S is given by:

c(s, u) =

�
⇤

⇥

d(m,n) if s = (m,n, e),
�+ d(m,n) if u = 1 and s = (m,n, c),
0 if u = 0 or s = ⇤.

For simplicity we write the state (m,n, c) as simply (m,n).

B. Optimal Placement Set P�

Let J�(m,n) denote the optimal cost-to-go when the current
state is (m,n). When at some step the state is (m,n) the
deployment person has to decide whether to place or not place

a relay at the current step. J� is the solution of the Bellman
equation [12, Page 137, Prop. 1.1],

J�(m,n) = min{cp(m,n), cnp(m,n)}, (5)

where cp(m,n) and cnp(m,n) denote the expected cost in-
curred when the decision is to place and not place a relay,
respectively. cp(m,n) is given by

cp(m,n) = �+ d(m,n) + (1� p)(1� q)J�(0, 1)

+(1� p)qJ�(1, 0) + pd(1). (6)

The term � + d(m,n) in the above expression is the one
step cost which is first incurred when a relay is placed. The
remaining terms are the average cost-to-go from the next step.
The term (1�p)(1�q)J�(0, 1) can be understood as follows:
(1�p)(1�q) is the probability that the path proceeds Eastward
without ending. Thus the state at the next step is (0, 1, c)
w.p. (1 � p)(1 � q), the optimal cost-to-go from which is,
J�(0, 1). Similarly for the term (1 � p)qJ�(1, 0), (1 � p)q
is the probability that the path will proceed, without ending,
towards the North (thus the next state is (1, 0, c)) and J�(1, 0)
is the cost-to-go from the next state. Finally, in the term pd(1),
p is the probability that the path will end, either proceeding
East or North, at the next step and d(1) is the cost of the
last link. Following a similar explanation, the expression for
cnp(m,n) can be written as:

cnp(m,n) =

(1� p)qJ�(m+ 1, n) + (1� p)(1� q)J�(m,n+ 1)

+pqd(m+ 1, n) + p(1� q)d(m,n+ 1). (7)

We define the optimal placement set P� as the set of all
lattice points (m,n), where it is optimal to place rather than
to not place a relay. Formally,

P� =
⇧
(m,n) : cp(m,n) ⇥ cnp(m,n)

⌃
. (8)

In this definition, if the costs of placing and not-placing are
the same, we have arbitrarily chosen to place at that point.

The above result yields the following main theorem of this
section which characterizes the optimal placement set P� in
terms of a boundary.

Theorem 1: The optimal placement set P� is characterized
by a boundary, i.e., there exist mappings m� : Z+ ⌅ Z+ and
n� : Z+ ⌅ Z+ such that:

P� =
⌅

n⇥Z+

{(m,n) : m ⇤ m�(n)} (9)

=
⌅

m⇥Z+

{(m,n) : n ⇤ n�(m)}. (10)

Proof Outline: The proof utilizes the conditions C2 and
C3 imposed on the cost function d(·). First, using (6) and (7)
in (8) and rearranging we alternatively write P� as, P� =
{(m,n) : F (m,n) ⇤ K}, where K is a constant and F (·, ·)
is some function of m and n. Then, we complete the proof
by showing that F (m,n) is non-decreasing in both m and n.
This requires us to prove (using an induction argument) that
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H�(m,n) := J�(m,n)�d(m,n) is non-decreasing in m and
n. Also, Lemma 2 has to be used here. For a formal proof see
Appendix B.

Remark: Though the optimal placement set P� was charac-
terized nicely in terms of a boundary m�(·) and n�(·), a naive
approach of computing this boundary, using value iteration to
obtain J�(m,n) (for several values of (m,n) ⌃ Z2

+), would
be computationally intensive. Our effort in the next section
(Section IV) is towards obtaining an alternate simplified rep-
resentation for P� using which we propose an algorithm in
Section V, which is guaranteed to return P� in a finite (in
practice, small) number of steps.

IV. OPTIMAL STOPPING FORMULATION

We observe that the points where the path has not ended,
and a relay is placed, are renewal points of the decision
process. This motivates us to think of the decision process
after a relay is placed as an optimal stopping problem with
termination cost J�(0, 0) (which is the optimal cost-to-go from
a relay placement point). Let P� denote the placement set
corresponding to the OSLA rule (to be defined next). In this
section we prove our next main result that P� = P�.

A. One-Step-Look-Ahead Stopping Set P�

Under the OSLA rule, a relay is placed at state (m,n, c)
if and only if the “cost c1(m,n) of stopping (i.e., placing a
relay) at the current step” is less than the “cost c2(m,n) of
continuing (without placing relay at the current step) for one
more step, and then stopping (i.e., placing a relay at the next
step)”. The expressions for the costs c1(m,n) and c2(m,n)
can be written as:

c1(m,n) = �+ d(m,n) + J�(0, 0)

and

c2(m,n) =

pq(d(m+ 1, n) + p(1� q)d(m,n+ 1)) + (1� p)�
qd(m+ 1, n) + (1� q)d(m,n+ 1) + �+ J�(0, 0)

⇥
.

Then we define the OSLA placement set P� as:

P� = {(m,n) ⌃ Z2
+ : c1(m,n) ⇤ c2(m,n)}.

Substituting for c1(m,n) and c2(m,n) and simplifying we
obtain:

P� =
�
(m,n) ⌃ Z2

+ : p(�+ J�(0, 0)) ⇤ �q(m,n)
 
, (11)

where �q(m,n) = q�1(m,n) + (1� q)�2(m,n).
Theorem 2: The OSLA rule is a threshold policy, i.e., there

exist mappings m̄ : Z+ ⇧ Z+ and n̄ : Z+ ⇧ Z+, which
define the one-step placement set P� as follows,

P� =
⌥

n⇤Z+

{(m,n) : m ⌅ m̄(n)} (12)

=
⌥

m⇤Z+

{(m,n) : n ⌅ n̄(m)}. (13)

Proof: Noticing that in (11) �q(m,n) is non-decreasing
in (m,n) and p(�+ J�(0, 0)) is a constant, the proof follows
along the lines of the proof of Theorem 1.

Now, we present the main theorem of this section.
Theorem 3:

P� = P�.

Proof: See Appendix C.
Remark: The characterization in (11) is much simpler than

the one in (20) once the value of J�(0, 0) is given. In the
following subsection, we define a function g(·) and express
J�(0, 0) as the minimum value of this function.

B. Computation of J�(0, 0)

Let us start by defining a collection of placement sets
indexed by h ⌅ 0:

P(h) = {(m,n) ⌃ Z2
+ : p(�+ h) ⇤ �q(m,n)}. (14)

Referring to (11), note that P(J�(0, 0)) = P�. Let g(h) denote
the cost-to-go, starting from (0, 0), if the placement set P(h)
is employed. Then, since J�(0, 0) is the optimal cost-to-go
and P� ⌃ {P(h)}h⇥0, we have J�(0, 0) = minh⇥0 g(h).

To compute g(h), we proceed by defining the boundary
B(h) of P(h) as follows:

B(h) = {(m,n) ⌃ P(h) : (m� 1, n) ⌃ Pc(h) or
(m,n� 1) ⌃ Pc(h)}, (15)

where Pc(h) := Z2
+ � P(h).

Suppose the corridor ends at some (m,n) ⌃ Pc(h)⌥B(h),
then only a cost of d(m,n) is incurred. Otherwise (i.e., if the
corridor reaches some (m,n) ⌃ B(h) and continues), using a
renewal argument, a cost of d(m,n) + � + g(h) is incurred,
where d(m,n) + � is the cost of placing a relay and g(h) is
the future cost-to-go. We can thus write:

g(h) =
⌃

(m,n)⇤Pc(h)⌅B(h)

P((m,n), e)d(m,n) +

⌃

(m,n)⇤B(h)

P((m,n), c)(g(h)+�+d(m,n)), (16)

where P((m,n), e) is the probability of the corridor ending
at (m,n) and P((m,n), c) is the probability of the corridor
reaching the boundary and continuing. Solving for g(h), we
obtain:

g(h) =
1

1�
⇧

(m,n)⇤B(h) P((m,n), c)
⇥

⇤
⌃

(m,n)⇤Pc(h)⌅B(h)

P((m,n), e)d(m,n) +

⌃

(m,n)⇤B(h)

P((m,n), c)(�+ d(m,n))

⌅
. (17)

The above expression is extensively used in our algorithm
proposed in the next section.
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We conclude this subsection by deriving the expression for
the probabilities P((m,n), e) and P((m,n), c). Let us partition
the boundary B(h) into three mutually disjoint sets:

Bw(h) = {(m,n) ⇧ B(h) : (m� 1, n) ⇧ B(h)}
Bs(h) = {(m,n) ⇧ B(h) : (m,n� 1) ⇧ B(h)}

Bnull(h) = {(m,n) ⇧ B(h) : (m� 1, n) /⇧ B(h) and
(m,n� 1) /⇧ B(h)}.

For a depiction of the various boundary points, see Fig. 3.
Now, P((m,n), e) can be written as:

P((m,n), e) =⇤
⌃⌃⇧

⌃⌃⌅

�m+n
m

⇥
p(1� p)m+n�1qm(1� q)n

if (m,n) ⇧ Pc(h) ⌃ Bnull(h)�m+n�1
m

⇥
p(1�p)m+n�1qm(1�q)n if (m,n)⇧Bw(h)�m+n�1

m�1

⇥
p(1�p)m+n�1qm(1�q)n if (m,n)⇧Bs(h).

This can be understood as follows. Any point (m,n) ⇧
Pc(h)⌃Bnull(h) can be reached from West or South.

�m+n
m

⇥

is the number of possible paths for reaching (m,n). Each
such path has to go m times Eastwards (thus the term qm)
and n times Northwards (thus the term (1 � q)n) and finally
ending at (m,n) (thus the term p(1 � p)m+n�1). Any point
(m,n) ⇧ Bw(h) can be reached only from South point
(m,n � 1). The probability of reaching (m,n � 1) without
ending is

�m+n�1
m

⇥
(1 � p)m+n�1qm(1 � q)n�1. Then, the

corridor reaches (m,n) and ends with probability p(1 � q).
P((m,n), e) for (m,n) ⇧ Bs(h) can be obtained analogously.

Similarly, P((m,n), c) can be written as:

P((m,n), c) =⇤
⌃⌃⇧

⌃⌃⌅

�m+n
m

⇥
(1� p)m+nqm(1� q)n

if (m,n) ⇧ Pc(h) ⌃ Bnull(h)�m+n�1
m

⇥
(1� p)m+nqm(1� q)n if (m,n) ⇧ Bw(h)�m+n�1

m�1

⇥
(1� p)m+nqm(1� q)n if (m,n) ⇧ Bs(h).

V. OSLA BASED FIXED POINT ITERATION ALGORITHM

In this section, we present an efficient fixed point iteration
algorithm (Algorithm 1) using the OSLA rule in (11) for ob-

taining the optimal placement set, P�, and the optimal cost-to-
go, J�(0, 0). There are two advantages of our algorithm over
the naive approach of directly trying to minimize the function
g(·) to obtain J�(0, 0) (recall that J�(0, 0) = minh⇤0 g(h)):

• On the theoretical side, this iterative algorithm avoids ex-
plicit optimization altogether, which, otherwise would be
performed numerically over a continuous range. Without
any structure on the objective function, direct numerical
minimization of g(·) is difficult and often unsatisfactory,
as it invariably uses some sort of heuristic search over
this continuous range.

• On the practical side, this algorithm is proved to converge
within a finite number of iterations and observed to be
extremely fast (requires 3 to 4 iterations typically).

The following is our Algorithm which we refer to as the
OSLA Based Fixed Point Iteration Algorithm.

Algorithm 1 OSLA Based Fixed Point Iteration Algorithm
Require: 0 < p < 1, 0 ⇥ q ⇥ 1, � ⇤ 0

1: k = 0, h(k) = 0
2: while 1 do
3: P(h(k)) ⌅ {(m,n) ⇧ Z2

+ : p(�+ h(k)) ⇥ �q(m,n)}
4: Compute g(h(k)) using (17)
5: if g(h(k)) == h(k) then
6: Break;
7: end if
8: h(k+1) ⌅ g(h(k))
9: k ⌅ k + 1

10: end while
11: return g(h(k)), P(h(k))

We now prove the correctness and finite termination prop-
erties of our algorithm. First, we define g⇥ := J�(0, 0) =
minh⇤0 g(h). Now consider a sample plot of the function g(h)
in Fig. 4. From Fig. 4(a) observe that whenever h > g⇥ (which
is around 150), h > g(h). Also, Fig. 4(b) (where we have
plotted the functions g(h) and l(h) = h) suggests that g(h)
has a unique fixed point. We formally prove these results.

Lemma 3: If h > g⇥ then h > g(h).
Proof: This follows from the manipulation of (17). See

Appendix D for details.
Lemma 4: g(h) has a unique fixed point.

Proof: From (14) and (11), we observe that
P(J�(0, 0)) = P�. From Theorem 3, P� is the optimal
placement set and thus the cost-to-go of using P(J�(0, 0)) is
J�(0, 0), i.e., g(J�(0, 0)) = J�(0, 0). Hence, J�(0, 0) = g⇥

is a fixed point of g(·). Now, any h > g⇥ cannot be a fixed
point since, in this case, h > g(h) from Lemma 3. On the
other hand, any h < g⇥ is such that h < g⇥ ⇥ g(h) because
g⇥ is the optimal cost-to-go. Hence, g⇥ is the unique fixed
point of g(·).

We are now ready to prove the convergence property of our
Algorithm.

Lemma 5: 1) The sequence {h(k)}k⇤1 (in Algorithm 1)
is non-increasing, i.e., h(k+1) ⇥ h(k), with the equality
sign holding if and only if h(k) = g⇥.
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Fig. 4. (a) Cost-to-go g(h) as a function of h (b) Zoom on the cost-to-go
g(h) as a function of h. These plots are for p = 0.02, q = 0.5, and � = 41.

2) The sequence {Pc(h(k))}k⇤1 is non-increasing, i.e.,
Pc(h(k+1)) ⇥ Pc(h(k)), where the containment is strict
whenever Pc(h(k+1)) � P�

c.
Proof: 1) Note first that h(k) ⇤ g⇥ for k ⇤ 1 because

h(k) = g(h(k�1)) ⇤ g⇥. Then, for k ⇤ 1, we have either
h(k) = g⇥ or h(k) > g⇥. In the first case h(k+1) = g(h(k)) =
g(g⇥) = g⇥ = h(k) and we can stop, whereas in the second
case, from Lemma 3 we have h(k+1) = g(h(k)) < h(k).

2) From (14), h2 > h1 implies Pc(h1) ⇥ Pc(h2). Hence,
as {h(k)}k⇤1 is non-increasing (from Part 1)), {Pc(h(k))}k⇤1

is also non-increasing.
Suppose Pc(h(k+1)) = Pc(h(k)) then g(h(k+1)) =

g(h(k)) = h(k+1) (second equality is by the definition of
{h(k)}), which implies h(k+1) = g⇥ (since g(·) has a unique
fixed point, see Lemma 4). Thus, Pc(h(k+1)) = P�

c.
Theorem 4: Algorithm 1 returns g⇥ and P�

c in a finite
number of steps.

Proof: Noting that h(1) = g(h(0)) ⇤ g⇥ and using (14),
we have P�

c ⇥ Pc(h(1)). Either P�
c = Pc(h(1)), in which

case the algorithm stops. Otherwise, note that both sets, P�
c

and Pc(h(1)) contain a finite number of lattice points (from
the definition of P(h) in (14)). Using Lemma 5, Pc(h(k))
converges to P�

c in at most |Pc(h(1))�P�
c| < ⌅ iterations.

Once Pc(h(k)) converges to P�, the algorithm stops and
returns the optimal cost-to-go g⇥.

VI. SOLVING THE CONSTRAINED PROBLEM

In this section, we devise a method to solve the constrained
problem in (3) using the solution of the unconstrained problem
(2) provided by Algorithm 1. This method is applied in
Section VII-B where, imposing a constraint on the average
number of relays, we compare the performance of a distance
based heuristic with the optimal.

We begin with the following standard result which relates
the solutions of the problems in (2) and (3).

Lemma 6: Let ⇤⇥
� ⇧ � be an optimal policy for the

unconstrained problem in (2) such that E⇥⇤
�
N = ⌅avg . Then

⇤⇥
� is also optimal for the constrained problem in (3).

However, the above lemma is useful only when we are able
to exhibit a ⇥ such that E⇥⇤

�
N = ⌅avg . The subsequent

development in this section is towards obtaining the solution
to the more general case.

The expected number of relays used by the optimal policy,
⇤⇥
�, which uses the optimal placement set P�, can be computed

as:

E⇥⇤
�
N =

�
(m,n)⌅B�

P((m,n), c)

1�
�

(m,n)⌅B�
P((m,n), c)

, (18)

where P((m,n), c) is the reaching probability corresponding
to P� and B� is the boundary of P�. A plot of E⇥⇤

�
N vs. ⇥

is given in Fig. 5. We make the following observations about
E⇥⇤

�
N .

1) E⇥⇤
�
N decreases with ⇥; this is as expected, since as each

relay becomes “costlier” fewer relays are used on the average.
2) Even when ⇥ = 0, E⇥⇤

�
N is finite. This is because d(0) >

0, i.e., there is a positive cost for a 0 length link. Define the
value of E⇥⇤

�
N with ⇥ = 0 to be ⌅max.

3) E⇥⇤
�
N vs. ⇥ is a piecewise constant function. This occurs

because the relay placement positions are discrete. For a range
of values of ⇥ the same threshold is optimal. This structure
is also evident from the results based on the optimal stopping
formulation and the OSLA rule in Section IV. It follows that
for a value of ⇥ at which there is a step in the plot, there are
two optimal deterministic policies, ⇤ and ⇤, for the relaxed
problem. Let ⌅ = E⇥N and ⌅ = E⇥N .

We have the following structure of the optimal policy for
the constrained problem:

Theorem 5: 1) For ⌅avg ⇤ ⌅max the optimal placement
set is obtained for ⇥ = 0, i.e., is P0.

2) For ⌅avg < ⌅max, if there is a ⇥ such that (a) E⇥⇤
�
N =

⌅avg then the optimal policy is ⇤⇥
�, or (b) ⌅ < ⌅avg < ⌅

then the optimal policy is obtained by mixing ⇤ and ⇤.
Proof: 1) is straight forward. For proof of 2)-(a), see

Lemma 6. Considering now 2)-(b), define 0 < � < 1 such
that (1��)⌅+�⌅̄ = ⌅avg . We obtain a mixing policy ⇤m by
choosing ⇤ w.p. 1 � � and ⇤̄ w.p. � at the beginning of the
deployment. For any policy ⇤ we have the following standard
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argument:

E⇤mC + ⌅E⇤mN

= (1� �)(E⇤C + ⌅⌃) + �(E⇤̄C + ⌅⌃̄)

⇥ (1� �)(E⇤C + ⌅E⇤N) + �(E⇤C + ⌅E⇤N)

= E⇤C + ⌅E⇤N. (19)

The inequality is because ⇧ and ⇧ are both optimal for the
problem (2) with relay price ⌅. Thus, we have shown that ⇧m

is also optimal for the relaxed problem. Using this along with
E⇤mN = ⌃avg in Lemma 6, we conclude the proof.

VII. NUMERICAL WORK

For our numerical work we use the one-hop power function
d(r) = Pm + ⇥r� , with Pm = 0.1, ⇥ = 0.01. We first study
the effect of parameter variation on the various costs. Next,
we compare the performance of a distance based heuristic with
the optimal.

A. Effect of Parameter Variation

In Fig. 3, we have already shown an optimal placement
boundary for p = 0.002, q = 0.5, and ⇤ = 3. Since q = 0.5
the boundary is symmetric about the m = n line.

In Fig. 5, we plot E⇤⇤
�
N and E⇤⇤

�
C vs. ⌅. The plot of

J⇥(0, 0) vs. ⌅ is in Fig. 6. These plots are for p = 0.002
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Fig. 8. Boundaries for various values of the path-loss exponent � (p = 0.002,
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and q = 0.5. Since ⌅ is the cost per relay, as expected,
E⇤⇤

�
N decreases as ⌅ increases. We observe that E⇤⇤

�
C and

the optimal total cost J⇥(0, 0) increase as ⌅ increases. A
close examination of Fig. 5 reveals that both the plots are
step functions. This is due to the discrete placement at lattice
points, which results in the same placement boundary being
optimal for a range of ⌅ values. Thus, as seen in Section VI, at
the ⌅ values, where there is jump in E⇤⇤

�
N , a random mixture

of two policies is needed.
Fig. 7 shows the variation of the total optimal cost J⇥(0, 0)

with q. The variation is symmetric about q = 0.5. For a given
probability p of the path ending, q = 0.5 results in the path
folding frequently. In such a case, since NLOS propagation
is permitted, and the path-loss is isotropic, fewer relays are
required to be placed. On the other hand, when q is close to 0
or to 1 the path takes fewer turns and more relays are needed,
leading to larger values of the total cost.

In Fig. 8 we show the variation of optimal boundaries
with ⇤. As ⇤, the path-loss exponent, increases the hop cost
increases for a given hop distance. This results in relays
needing to be placed more frequently. As can be seen the
placement boundaries shrink with increasing ⇤. We also notice
that the placement boundary for ⇤ = 2 is a straight line; indeed
this provable result holds for ⇤ = 2 for any values of p and q.
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Fig. 9. Boundary of the optimal placement set (OSLA boundary) and
boundary derived from the heuristic policy (p = 0.002, q = 0.5 and � = 2).
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B. Comparison with the Distance based Heuristic
We recall from the literature survey in Section I that prior

work invariably proposed the policy of placing a relay after
the RF signal strength from the previous relay dropped below
a threshold. For isotropic propagation (as we have assumed
in this paper), this is equivalent to placing the relay after a
circular boundary is crossed. With this in mind, we obtained
the optimal constant distance placement policy (called the
heuristic hereafter) numerically in a manner similar to what
is described in Section IV-B. A sample result is provided
in Fig. 9, for the parameters p = 0.002, q = 0.5 and
� = 2. We observe that if the path were to evolve roughly
Eastward or Northward then the heuristic will result in many
more relays being placed. On the other hand, if the path
evolves diagonally (which has higher probability) then the
two placement boundaries will result in similar placement
decisions.

This observation shows up in Fig. 10, where we show the
cost incurred by the optimal policy (for q = 0.5 and for
q = 1, which corresponds to a straight line corridor) and
the heuristic (q = 0.5) vs. ⇥ for the constrained problem.
As expected, the cost is much larger for q = 1 since the path
does not fold. We find that for q = 0.5 the optimal placement
boundary and the heuristic provide costs that are almost
indistinguishable at this scale. We have performed simulations
by varying the system parameters and observed the same good
performance of the optimal constant distance placement policy.

This suggests that the heuristic policy performs well provided
that the threshold distance is optimally chosen with respect to
the system parameters.

VIII. CONCLUSION

We considered the problem of placing relays on a random
lattice path to optimize a linear combination of average power
cost and average number of relays deployed. The optimal
placement policy was proved to be of threshold nature (The-
orem 1). We further proved the optimality of the OSLA
rule (in Theorem 3). We have also devised an OLSA based
fixed point iteration algorithm (Algorithm 1), which we have
proved to converge to the optimal placement set in a finite
number of steps. Through numerical work we observed that the
performance (in terms of average power incurred for a given
relay constraint) of the optimal policy is closed to that of the
distance threshold policy provided that the threshold distance
is optimally chosen with respect to the system parameters.
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APPENDIX A
PROOF OF LEMMAS IN SECTION II

A. Proof of Lemma 1
Proof: Any norm is convex so that the function g(x, y) ⇥⌅

x2 + y2 is convex in (x, y). The delay function d(·) is also
assumed to be convex and non-decreasing in its argument.
Hence by using the composition rule [13, Section 3.2.4], we
conclude that the function d(x, y) ⇥ d(

⌅
x2 + y2) is convex

in (x, y) ⌥ R2.

B. Proof of Lemma 2
Proof: It is easier to prove the lemma allowing the

arguments m and n take values from the Real line. We have,

�1(x, y) = d(x+ �, y)� d(x, y)

Partially differentiating both sides w.r.t. x, we get

⇧�1(x, y)

⇧x
= dx(x+ �, y)� dx(x, y)

= �dxx(⇥, y) where x < ⇥ < x+ �

> 0,

where the equality follows from the application of Lagrange’s
Mean Value Theorem to the function dx(., y) and the inequal-
ity is due to assumption in (1). The above proves the fact that
�1(x, y) is non-decreasing in x.

To prove that �1(x, y) is non-decreasing in y, we partially
differentiate �1(x, y) w.r.t. y and obtain

⇧�1(x, y)

⇧y
= dy(x+ �, y)� dy(x, y)

= �dxy(⇤, y) where x < ⇤ < x+ �

> 0,

where the equality follows from the application of Lagrange’s
Mean Value Theorem to the function dy(., y) and the inequal-
ity is due to assumption in (1). This shows that the function
�1(x, y) is non-decreasing in both the coordinates x and y.
In a similar way it can also be shown that �2(x, y) is non-
decreasing in x and y under the assumption made in (1). This
completes the proof.

APPENDIX B
PROOF OF THEOREM 1

We begin by defining H�(m,n) := J�(m,n) � d(m,n).
Substituting for cp(m,n) and cnp(m,n) (from (6) and (7),
respectively) into (8) and rearranging we obtain (recall the
definitions of �1(m,n) and �2(m,n) from Section II):

P� =⇥
(m,n) : (1�p)(qH�(m+1, n)+(1�q)H�(m,n+1))

+p(q�1(m,n) + (1� q)�2(m,n)) ⇤ ⌅+ (20)

(1� p)qJ�(1, 0) + (1� p)(1� q)J�(0, 1) + pd(1)
⇤
.

Lemma 7: For a fixed ⌅, H�(m,n) is non-decreasing in
both m ⌥ Z+ and n ⌥ Z+.

Proof: Consider a sequential relay placement problem
where we have K steps to go. The corridor length is the
minimum of K and of a geometric random variable with
parameter p. The problem be formulated as a finite horizon
MDP with horizon length K. For any given (m,n), JK(m,n),
K ⇤ 2 is obtained recursively:

JK(m,n) = min{cp(m,n), cnp(m,n)}
= min{⌅+ d(m,n) + (1� p)qJK�1(1, 0) + pqd(1) +

(1� p)(1� q)JK�1(0, 1) + p(1� q)d(1),

(1� p)qJK�1(m+ 1, n) + pqd(m+ 1, n) +

(1�p)(1�q)JK�1(m,n+1)+p(1�q)d(m,n+1)}.

For K = 1, since a sensor must be placed at the next step,
we have J1(m,n) = min{⌅+d(m,n)+d(1), qd(m+1, n)+
(1� q)d(m,n+ 1)}. Therefore,

H1(m,n) := J1(m,n)� d(m,n)

= min{⌅+ d(1), q�1(m,n) + (1� q)�2(m,n)}.

From Lemma 2, it follows that H1(m,n) is non-decreasing
in both m and n. Now we make the induction hypothesis and
assume that HK�1(m,n) is non-decreasing in m and n. We
have:

HK(m,n) = JK(m,n)� d(m,n)

= min{⌅+ (1� p)qJK�1(1, 0) + pqd(1) +

(1� p)(1� q)JK�1(0, 1) + p(1� q)d(1), (1� p)

(qHK�1(m+ 1, n) + (1� q)HK�1(m,n+ 1)) +

q�1(m,n) + (1� q)�2(m,n)}.

By the induction hypothesis and Lemma 2, it follows that
HK(m,n) is non-decreasing in both m and n. The proof is
complete by taking the limit as K ⇧ ⌃.

We are now ready to prove Theorem 1.
Proof of Theorem 1: Referring to (20), utilizing Lemma 7

and the Lemma 2, it follows that for a fixed n ⌥ Z+, the LHS
(Left Hand Side) of (20), describing the placement set P� is
an increasing function of m, while the RHS (Right Hand Side)
is a finite constant. Also, because of the assumed properties
of the function d(.), �1(m,n) ⇧ ⌃ as m ⇧ ⌃, for any
fixed n. Hence it follows that there exists an m⇥(n) ⌥ Z+

such that (m,n) ⌥ P� �m ⇤ m⇥(n). Hence we may write
P� =

�
n⇤Z+

{(m,n)|m ⇤ m⇥(n)}. The second characteriza-
tion follows by similar arguments.

APPENDIX C
PROOF OF THEOREM 3

We require the following lemmas to prove Theorem 3.
Lemma 8: P� ⌅ P�

Proof: Suppose that (m,n) ⌥ P�. Then from (9) (m +
1, n) ⌥ P� and from (10), (m,n + 1) ⌥ P�. Since (m,n) ⌥
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P�, we have from (6), (7) and (8) that

⇥+d(m,n)+(1�p)qJ�(1, 0)+pqd(1)+(1�p)(1�q)⇥
J�(0, 1)+p(1�q)d(1)⇤(1�p)qJ�(m+1, n)+ pq⇥
d(m+1, n)+(1�p)(1�q)J�(m,n+1)+p(1�q)d(m,n+1).

(21)

Also we may argue that at the state (0, 0), it is optimal not to
place. Indeed, if it had been optimal to place at the state (0, 0),
at the next step, we return to the same state, viz., (0, 0). Now,
because of the stationarity of the optimal policy, we would
keep placing relays at the same point, and since “relay-cost”
⇥ > 0 and d(0, 0) > 0, the expected cost for this policy would
be ⌥. Hence,

J�(0, 0) = (1� p)qJ�(1, 0) + pqd(1)+

(1� p)(1� q)J�(0, 1) + p(1� q)d(1). (22)

Since (m+1, n) � P� and (m,n+1) � P�, we have (noticing
that it is optimal to place at these points and utilizing (6) and
(22)),

J�(m+ 1, n) = ⇥+ d(m+ 1, n) + J�(0, 0) (23)
J�(m,n+ 1) = ⇥+ d(m,n+ 1) + J�(0, 0). (24)

Now, using (22), (23) and (24) in (21), we obtain:

p(⇥+J�(0, 0)) ⇤ q�1(m,n)+(1�q)�2(m,n). (25)

This proves that (m,n) � P̄� and hence P� ⇧ P�

Using the above Lemma and from (9), (10), (12), (13) we
can conclude that:

n⇥(m) ⌅ n(m)  m � Z+ (26)
m⇥(n) ⌅ m(n)  n � Z+. (27)

Lemma 9: If (m,n) � P� is such that (m,n + 1) � P�

and (m+ 1, n) � P�, then (m,n) � P�

Proof: Since (m,n) � P̄�, we have from (11),

p(⇥+ J�(0, 0)) ⇤ q�1(m,n) + (1� q)�2(m,n). (28)

Now (m,n+ 1) � P�, and (m+ 1, n) � P�, hence we have
from (23) and (24):

J�(m+ 1, n) = ⇥+ d(m+ 1, n) + J�(0, 0)

J�(m,n+ 1) = ⇥+ d(m,n+ 1) + J�(0, 0).

The expression (22) is always true. Now using (22) and the
above two equations in inequality (28), we obtain (21), which
proves that (m,n) � P�.

Lemma 10: If (m,n) � P� (resp. P�), then (m + k, n) �
P� (resp. P�) and (m,n+k) � P� (resp. P�) for any k � Z+.

Proof: The proof follows easily because the LHS of (20)
is increasing in both m and n while the RHS is a constant.
Similarly, the RHS of (11) is increasing in both m and n while
the LHS is a constant.

We can now prove the main theorem.
Proof of Theorem 3: We need to show that inequalities

in (26) and (27) are equalities. For any m � Z+, suppose

that in (26) n⇥(m) > n⇥(m)� 1 ⌅ n̄(m). Then we have the
following inclusions:

(m,n⇥(m)) � P�

(m,n⇥(m)� 1) � P�

(m,n⇥(m)� 1) /� P�. (29)

Let us index the collection of lattice-points (m+ i, n⇥(m)�1)
by Ni, i � Z+. Since (m,n⇥(m)�1) � P�, from Lemma 10,
it follows that Ni � P�. From (29), N0 /� P�.

Then, the optimal policy being a threshold policy, we know
that there exists a finite k > 0, s.t. Nk � P�, i.e.,

(m+ k, n⇥(m)� 1) � P�. (30)

Again from Lemma 10, since (m,n⇥(m)) � P�, we have for
any k > 0:

(m+ k � 1, n⇥(m)) � P�. (31)

Now we see that for the point Nk�1, the conditions of
Lemma 9 are satisfied. Hence Nk�1 � P�. If k = 1, we
already have a contradiction since N0 /� P�. Otherwise for
k > 1, using Lemma 10 and Nk�1 � P�, we can show that
Nk�2 is subject to the conditions of Lemma 9 implying that
Nk�2 � P�. By iteration, we finally obtain that N0 � P�,
which contradicts (29) and proves the result.

APPENDIX D
PROOF OF LEMMA 3

We start by showing the following lemma.
Lemma 11: For any placement set P(h) of the form in (14),

we have:
 

(m,n)⇤Pc(h)

r(m,n)

⇤
�q(m,n)� p(⇥+ g(h))

⌅

+d(0, 0) + ⇥ = 0, (32)

where r(m,n) = (1� p)m+n
�m+n

m

⇥
qm(1� q)n.

Proof: We first introduce some notations and definitions.
Let us define a path ⇤ as a possible realization of the

corridor, starting from (0, 0) and let P(⇤) be the probability
of such a path. The set of all paths is denoted by ⇥. Let ⇥mn

denote the set of all paths that end at (m,n) � Pc(h)⌦ B(h)
and ⇥mn(c) the set of all paths that hit (m,n) � B(h) and
continue.

Let us denote the set of edges whose both end vertices
belong to the set Pc(h)⌦B(h) by E. A path ⇤ is completely
characterized by its edge set E⇥ .

The reaching probability, r(m,n), of a point (m,n) is
defined as the probability that a random path ⇤ reaches the
point (m,n) and continues for at least one step. Hence,
r(m,n) = (1� p)m+n

�m+n
m

⇥
qm(1� q)n.

The incremental cost function � : E �⌃ R+ is defined as
follows:

�(e) =

⇧
���⌥

���⌃

d(m+ 1, n)� d(m,n) = �1(m,n)

if e = {(m,n), (m+ 1, n)}
d(m,n+ 1)� d(m,n) = �2(m,n)

if e = {(m,n), (m,n+ 1)}.

(33)
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For (m,n) ⌅ ⇤, the incremental cost function allows us to
write:

d(m,n) =
⌅

e⇥E⇥⌅E

�(e) + d(0, 0). (34)

Now consider
⌅

Pc(h)⇤B(h)

P((m,n), e)d(m,n) +
⌅

B(h)

P((m,n), c)d(m,n)

=
⌅

Pc(h)⇤B(h)

⌅

⇥⇥�mn

P(⇤)
� ⌅

e⇥E⇥

�(e) + d(0, 0)

⇥
+

⌅

B(h)

⌅

⇥⇥�mn(c)

P(⇤)
� ⌅

e⇥E⇥⌅E

�(e) + d(0, 0)

⇥

=
⌅

e⇥E

�(e)
⌅

⇥⇥�:e⇥E⇥

P(⇤) + d(0, 0)

=
⌅

e⇥E

�(e)t(e) + d(0, 0), (35)

where by t(e) we denote the probability that a random path
goes through the edge e ⌅ E.

Now if e is horizontal, i.e., e = {(m,n), (m +
1, n)}, (m,n) ⌅ Pc(h), we have t(e) = qr(m,n) and �(e) =
�1(m,n). Similarly if e is vertical, i.e., e = {(m,n), (m,n+
1)}, (m,n) ⌅ Pc(h), we have t(e) = (1 � q)r(m,n) and
�(e) = �2(m,n). Using these relations, we may rewrite (35)
as follows:

⌅

Pc(h)

r(m,n)

�
q�1(m,n) + (1� q)�2(m,n)

⇥
+ d(0, 0)

=
⌅

Pc(h)

r(m,n)�q(m,n) + d(0, 0). (36)

Now consider the probability
⇤

(m,n)⇥B(h) P((m,n), c). It
is the probability that a random path continues beyond the
boundary B(h). Hence we may write

⌅

B(h)

P((m,n), c) = 1�
⌅

Pc(h)⇤B(h)

P((m,n), e)

= 1�
⌅

Pc(h)

r(m,n)p. (37)

Using (36) and (37) in (17) and simplifying, we obtain the
result.

Proof of Lemma 3:
We recall the definition of Pc(h).

Pc(h) = {(m,n) ⌅ Z2
+ : p(⇥+ h) > �q(m,n)}. (38)

Since h > g�, we immediately conclude that P�
c ⇤ Pc(h).

From (32) in Lemma 11, we may write for the optimal
placement set P�:

⌅

P�
c

r(m,n)�q(m,n) = p(⇥+ g�)
⌅

P�
c

r(m,n)

�(d(0, 0) + ⇥). (39)

We may similarly write for the placement set P(h):
⌅

Pc(h)

r(m,n)�q(m,n) = p(⇥+ g(h))
⌅

Pc(h)

r(m,n)

�(d(0, 0) + ⇥). (40)

Now, since P�
c ⇤ Pc(h), we may expand the LHS of (40) as

follows:
⌅

Pc(h)

r(m,n)�q(m,n)

=
⌅

Pc
�

r(m,n)�q(m,n) +
⌅

Pc(h)\Pc
�

r(m,n)�q(m,n)

<
⌅

Pc
�

r(m,n)�q(m,n) + p(⇥+ h)
⌅

Pc(h)\Pc
�

r(m,n)

= p(⇥+ g�)
⌅

Pc
�

r(m,n)� (d(0, 0) + ⇥)

+ p(⇥+ h)
⌅

Pc(h)\Pc
�

r(m,n), (41)

where, for the inequality, we used (38) and for (41), we have
substituted the value for the quantity from (39). We may
alternatively write the RHS of (40) as:

p(⇥+ g(h))
⌅

Pc(h)

r(m,n)� (d(0, 0) + ⇥)

= p(⇥+ g(h))

�⌅

P�
c

r(m,n) +
⌅

Pc(h)\P�
c

r(m,n)

⇥

� (d(0, 0) + ⇥). (42)

Now comparing (41) and (42) and rearranging, we may write:

p(g(h)�g�)
⌅

P�
c

r(m,n) < p(h�g(h))
⌅

Pc(h)\P�
c

r(m,n) (43)

Now
⇤

Pc(h)\P�
c r(m,n) = 0 if and only if Pc(h)\P�

c = �,
i.e., P(h) = P�. In this case we get g(h) = g� < h. On the
other hand, if

⇤
Pc(h)\P�

c r(m,n) > 0, since g� ⇥ g(h), from
the inequality (43), we conclude that h > g(h).


